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Introduction

This thesis is intended to explain a result found by P. Deligne and J.-P. Serre on Galois representation attached to some particular eigenforms of weight 1. Let $M_1(N, \chi)$ be the space of modular forms of weight 1 and level $N$, where $\chi$ is an odd Dirichlet character modulo $N$ and let $S_1(N, \chi)$ be the subspace of cuspforms. If $f \in S_1(N, \chi)$ is a normalized eigenform, then its associated completed $L$-function $\Lambda(s, f)$ satisfies the functional equation

$$\Lambda(1 - s, f) = c \Lambda(s, \overline{f})$$

for some constant $c \in \mathbb{C}$. On the other hand, if $\rho$ is an odd, 2-dimensional irreducible complex Galois representations, then its completed $L$-function $\Lambda(s, \rho)$ satisfies an analogous functional equation

$$\Lambda(1 - s, \rho) = W(\rho) \Lambda(s, \rho^*)$$

where $W(\rho) \in \mathbb{C}$ is a constant and $\rho^*$ is the contragradient representation. This suggests that there could exist a correspondence between these two classes of objects, and this is exactly what has been proven by Deligne and Serre. After reviewing and explaining the paper where the main theorem about this correspondence is proved, we illustrate some examples found by J.-P. Serre on Galois representations with odd conductor and their corresponding eigenforms.

In the first chapter we review the theory of classical modular forms and Hecke operators, focusing in particular on the structure of the $\chi$-eigenspaces $M_k(N, \chi)$ of modular forms of weight $k$, level $N$ and Dirichlet character $\chi$ modulo $N$. Those $\chi$-eigenspaces are invariant under the action of the $T_p$ Hecke operators, for primes $p \nmid N$ and therefore they have a basis of normalized eigenforms.

The second chapter is completely dedicated to the study of Galois representations. In particular, we show that continuity implies that complex representations have finite image and therefore they must factor through the Galois group of some finite Galois extension $L/\mathbb{Q}$. So every complex representation induces a representation of a finite Galois group $\text{Gal}(L/\mathbb{Q})$. Thus we can apply Serre’s theory of conductor to those representations, and it is straightforward to define the Artin conductor of a Galois representation as a measure of its ramification. When we construct a Galois representation of this kind starting from a modular form, the Artin conductor is exactly the level of the modular form we are starting with.

In the third chapter we finally state and prove the main theorem:

**Theorem 0.1.** Let $N \in \mathbb{N}$, $\chi \in \mathbb{Z}/N\mathbb{Z}$ an odd Dirichlet character and let $0 \neq f = \sum_{n=0}^{+\infty} a_n q^n \in M_1(N, \chi)$ be a normalized eigenform for the Hecke operators $T_p$ such that $p \nmid N$. Then there exists a 2-dimensional complex Galois representation $\rho: \mathbb{Q} \to \text{GL}_2(\mathbb{C})$
that is unramified at all primes that do not divide $N$ and such that
\[ \text{Tr}(\text{Frob}_p) = a_p \quad \text{and} \quad \det(\text{Frob}_p) = \chi(p) \]
for all primes $p \nmid N$.

Such a representation is irreducible if and only if $f$ is a cusp form.

Note that the proof of this theorem strongly relies on the similar result found by Deligne for eigenforms of weight $\geq 2$, constructed passing through the étale cohomology of the appropriate modular curve. However, the representations attached to those modular forms are $l$-adic and in general they do not have finite image: this is a phenomenon unique to weight 1 forms. Using a former result of Weil and Langlands, the Deligne-Serre theorem gives a bijection\footnote{Now that the Artin conjecture has been established for all odd 2-dimensional representations.} between the set of normalized weight 1 cuspidal newforms of level $N$ and Dirichlet character $\chi$ and the isomorphism classes of complex, irreducible 2-dimensional odd Galois representations with conductor $N$ and determinant $\chi$.

The fourth chapter is dedicated to show how one can compute the dimension of the space $S_1^+(N, \chi)$ by counting the number of isomorphism classes of 2-dimensional, odd, irreducible complex Galois representations with conductor $N$ and determinant $\chi$. This method passes through a characterization of complex Galois representations via their image in $\text{PGL}_2(\mathbb{C})$. Finite subgroups of $\text{PGL}_2(\mathbb{C})$ are indeed of a very special kind: they can be just cyclic, dihedral or isomorphic to $S_4$, $A_4$ or $A_5$. First we show that given a continuous projective representation $\rho: G_\mathbb{Q} \rightarrow \text{PGL}_n(\mathbb{C})$, one can always find a continuous lifting to $\text{GL}_2(\mathbb{C})$, essentially because of the triviality of $H^2(G_\mathbb{Q}, \mathbb{C}^*)$. Then we give a formula for the dimension of $S_1^+(p, \chi)$ for $p$ prime and $\chi$ the Legendre symbol modulo $p$ in function of the number of nonisomorphic Galois representations with image isomorphic to $D_{2n}, S_4$ or $A_5$. 
Chapter 1

Modular forms and Hecke operators

1.1 Modular forms and cusp forms

In this section we’ll describe, following [DJ05], the basic theory of (classical) modular forms. The modular group is the group $\text{SL}_2(\mathbb{Z})$, namely

$$\text{SL}_2(\mathbb{Z}) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} : a, b, c, d \in \mathbb{Z}, ad - bc = 1 \right\}$$

For brevity, from now on we’ll denote the modular group $\text{SL}_2(\mathbb{Z})$ with $\Gamma$. One can show that the modular group is generated by the matrices

$$T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \text{ and } S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$$

The upper half plane is

$$\mathcal{H} = \{ \tau \in \mathbb{C} : \Im(\tau) > 0 \}$$

where $\Im(\tau)$ denotes the imaginary part of $\tau$. The starting point of the theory of modular forms is the observation that the modular group acts on $\mathcal{H}$ via the map

$$\Gamma \times \mathcal{H} \to \mathcal{H}$$

$$(\gamma, \tau) \mapsto \gamma(\tau) = \frac{a\tau + b}{c\tau + d}$$

where $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma$.

This follows from the fact that $\forall \tau \in \mathcal{H}$ we have

$$\Im(\gamma(\tau)) = \frac{\Im(\tau)}{|c\tau + d|^2}$$

It’s easy to check that $\gamma(\gamma'(\tau)) = (\gamma\gamma')(\tau) \ \forall \gamma, \gamma' \in \Gamma$.

Remark 1.1. One could notice that if $\gamma \in \Gamma$, then the action of $-\gamma$ on $\mathcal{H}$ is the same as the action of $\gamma$. So we can pass to the quotient and say that we have an action

$$\Gamma/\{\pm I\} \times \mathcal{H} \to \mathcal{H}$$
Roughly speaking, we want to describe a modular form as a weight $k$ $\Gamma$-invariant complex holomorphic function. But this would not be the most natural possible construction. Indeed, one can think of elements of $\Gamma$ as automorphisms of the Riemann sphere $\hat{\mathbb{C}}$, by setting $\gamma(\infty) = a/c$ and $\gamma(-d/c) = \infty$. One natural question that one can ask is how to define the holomorphy of a modular forms at $\infty$. To do this, observe that there is a natural action of $\Gamma$ on $\mathbb{P}^1(\mathbb{Q})$, via the map $\Gamma \times \mathbb{P}^1(\mathbb{Q}) \to \mathbb{P}^1(\mathbb{Q})$.

Let $\gamma = \begin{pmatrix} a & b \\
-yp & c \\
\end{pmatrix} \in \Gamma$. This action agrees with what we said above, namely that $\infty$ should be mapped to $a/c$ and $-d/c$ should be mapped to $\infty$, because if we think to $\mathbb{P}^1(\mathbb{Q})$ as $\mathbb{Q} \cup \{\infty\}$ we identify $(1:0)$ with $\infty$ and $(0:1)$ and $0$.

Remark 1.3. $\Gamma$ has just 1 cusp, i.e. any two points of $\mathbb{P}^1(\mathbb{Q})$ are $\Gamma$-equivalent. Indeed, to check this it’s enough to show that every point is $\Gamma$-equivalent to $(1:0)$. If $(x:y) \in \mathbb{P}^1(\mathbb{Q})$, we can assume without loss of generality that $x,y \in \mathbb{Z}$ and that $(x,y) = 1$. So by Bezout’s identity there exist $a,b \in \mathbb{Z}$ s.t. $ax + by = 1$. This tells us that

$$\begin{pmatrix} a & b \\
-yp & c \\
\end{pmatrix} \begin{pmatrix} x \\
y \\
\end{pmatrix} = \begin{pmatrix} 1 \\
0 \\
\end{pmatrix},$$

with clearly $\begin{pmatrix} a & b \\
-yp & c \\
\end{pmatrix} \in \Gamma$.

One could now think that all this machinery is really useless. However, we’ll see that this is not the case when we’ll speak of congruence subgroups.

The next step is to clarify what we mean by being “weight $k$ $\Gamma$-invariant”.

Definition 1.4. Let $\gamma = \begin{pmatrix} a & b \\
-yp & c \\
\end{pmatrix} \in \text{GL}_2^+(\mathbb{Q}) = \{\alpha \in \text{GL}_2(\mathbb{Q}) : \det \alpha > 0\}$. The factor of automorphy $j(\gamma,-): \mathcal{H} \to \mathbb{C}$ is given by

$$\tau \mapsto j(\gamma,\tau) := c\tau + d$$

For any integer $k$, the weight $k$-operator $[\gamma]_k$ is the operator

$$[\gamma]_k: \{f: \mathcal{H} \to \mathbb{C}\} \to \{f: \mathcal{H} \to \mathbb{C}\}$$

$$f \mapsto f[\gamma]_k = (\det \gamma)^{k-1}(j(\gamma,\tau))^{-k}f(\gamma(\tau))$$

The weight-$k$ operator and the factor of automorphy have some nice properties, as stated by the following

Lemma 1.5. For all $\gamma,\gamma' \in \Gamma$ and $\tau \in \mathcal{H}$,
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a) \( j(\gamma \gamma', \tau) = j(\gamma, \gamma'(\tau))j(\gamma', \tau) \);

b) \([\gamma \gamma']_k = [\gamma]_k[\gamma']_k\) (as operators);

c) \( \Im(\gamma(\tau)) = \frac{\Im(\tau)}{\lvert j(\gamma, \tau) \rvert^2} \);

d) \( \frac{d\gamma(\tau)}{d\tau} = \frac{1}{j(\gamma, \tau)^2} \).

Remark 1.6. Since the factor of automorphy is never 0 or infinity on \( H \), \( f[\gamma]_k \) has the same number of zeroes and poles as \( f \) on \( H \), counted with multiplicities.

Now it should be clear that by weight \( k \) invariancy we mean invariancy under the action of the weight \( k \)-operator. So let’s state our

Definition 1.7. Let \( f: H \to \mathbb{C} \) a meromorphic function, \( k \in \mathbb{Z} \). \( f \) is called weakly modular of weight \( k \) if

\[ f[\gamma]_k = f \]

for all \( \gamma \in \Gamma \), namely if

\[ f(\gamma(\tau)) = (c\tau + d)^k f(\tau) \]

for all \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \) and \( \tau \in H \).

Remark 1.8. Setting \( \gamma = -I \) and letting \( k \) be an odd integer, we find that if \( f \) is weakly modular of weight \( k \), then \( f = (-1)^k f \), so \( f = 0 \) if \( k \) is odd. Therefore there are no weakly modular function of odd weight.

Now we would like to understand how to define holomorphy at infinity. Since \( \Gamma \) contains the matrix \( T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \) that acts on \( H \) mapping \( \tau \mapsto \tau + 1 \), any weakly modular function \( f \) must satisfy the equation

\[ f(\tau + 1) = f(\tau) \]

for any \( \tau \in H \). Now set \( D = \{ q \in \mathbb{C} : |q| < 1 \} \) and \( D' = D \setminus \{0\} \). Then we have a holomorphic map

\[ H \to D' \]

\[ \tau \mapsto e^{2\pi i \tau} = q \]

and the map

\[ g: D' \to \mathbb{C} \]

\[ q \mapsto f \left( \frac{\log q}{2\pi i} \right) \]

is well defined and \( f(\tau) = g(e^{2\pi i \tau}) \). Now if \( f \) is holomorphic on \( H \), then \( g \) is holomorphic on \( D' \) and so \( g \) has a Laurent expansion \( g(q) = \sum_{n \in \mathbb{Z}} a_n q^n \) for \( q \in D' \).

The relation \( |q| = e^{-2\pi \Im(\tau)} \) tells us that \( q \to 0 \) as \( \Im(\tau) \to \infty \). So we can finally say that \( f \) is holomorphic at \( \infty \) if \( g \) extends holomorphically to \( q = 0 \), i.e. if its Laurent series sums over \( n \in \mathbb{N} \). This means that \( f \) has a Fourier expansion

\[ f(\tau) = \sum_{n=0}^{+\infty} a_n q^n \]

with \( a_n \in \mathbb{C} \) for all \( n \).
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**Definition 1.9.** Let \( k \in \mathbb{Z} \). A function \( f : \mathcal{H} \to \mathbb{C} \) is called **modular form of weight** \( k \) if

i) \( f \) is holomorphic on \( \mathcal{H} \);

ii) \( f \) is weakly modular of weight \( k \);

iii) \( f \) is holomorphic at infinity.

The set of modular forms of weight \( k \) is denoted with \( M_k(\Gamma) \).

**Remarks 1.10.**

1) The zero function on \( \mathcal{H} \) is a modular form of every weight; constant functions are modular forms of weight 0.

2) \( M_k(\Gamma) \) is a vector space over \( \mathbb{C} \). It can be shown that its dimension is finite for all \( k \).

3) Since it’s clear by definition that the product of a modular form of weight \( k \) and a modular form of weight \( l \) is a modular form of weight \( k + l \), the \( \mathbb{C} \)-vector space

\[
M(\Gamma) = \bigoplus_{k \in \mathbb{Z}} M_k(\Gamma)
\]

has a structure of graded ring.

**Definition 1.11.** If \( f \in M_k(\Gamma) \) for some \( k \), we set \( f(\infty) = a_0 \) if \( \sum_{n=0}^{+\infty} a_n q^n \) is the Fourier expansion of \( f \). We say that \( f \) is a **cusp form** if \( a_0 = 0 \). The set of cusp forms of weight \( k \) will be denoted with \( S_k(\Gamma) \).

As in the case of all modular forms, \( S_k(\Gamma) \) is a vector space over \( \mathbb{C} \) (obviously finite dimensional), and

\[
S(\Gamma) = \bigoplus_{k \in \mathbb{Z}} S_k(\Gamma)
\]

is a graded ideal of \( M(\Gamma) \).

The first, and very important, examples of nontrivial modular forms are given by the **Eisenstein series of weight** \( k \). Let \( k \in 2\mathbb{Z}, k > 2 \) and set

\[
G_k(\tau) = \sum_{(c,d) \neq (0,0) \in \mathbb{Z}^2} \frac{1}{(c\tau + d)^k}
\]

One can check that \( G_k(\tau) \) converges absolutely and uniformly on compact subsets of \( \mathcal{H} \), and therefore it defines an holomorphic function on \( \mathcal{H} \), that is holomorphic at cusps but doesn’t vanish there. In fact, we have the following Fourier expansion for \( G_k(\tau) \):

\[
G_k(\tau) = 2\zeta(k) + 2 \frac{(2\pi i)^k}{(k - 1)!} \sum_{n=1}^{+\infty} \sigma_{k-1}(n) q^n
\]

where \( \zeta(\cdot) \) is the Riemann zeta function and \( \sigma_k(n) = \sum_{0 \leq d | n} d^k \). Since \( \zeta(s) \neq 0 \) for all \( s \in \mathbb{C} \) s.t. \( \Re(s) > 1 \), \( G_k(\tau) \) is not a cusp form.
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**Definition 1.12.** The *normalized Eisenstein series of weight* \( k \) is defined as

\[
E_k(\tau) := \frac{G_k(\tau)}{2\zeta(k)}
\]

for any \( k \in 2\mathbb{Z}, k > 2 \).

The second most important example of a nontrivial modular form is given by the *modular discriminant*. Such a function is given by

\[
\Delta(\tau) := (60G_4(\tau))^3 - 27(140G_6(\tau))^2
\]

This is a cusp form of weight 12, and it spans the space \( S_{12}(\Gamma) \). Moreover, one can prove that

\[
\Delta(\tau) = (2\pi)^{12}\eta^{24}(\tau)
\]

where

\[
\eta^{24}(\tau) = q \prod_{n=1}^{+\infty} (1 - q^n)^{24}
\]

is the *Dedekind eta function*.

1.2 Modular forms for congruence subgroups

The first natural question one can ask is: what if we consider, instead of the whole modular group, a proper subgroup? So let’s state the following

**Definition 1.13.** Let \( N \) be a positive integer. The *principal congruence subgroup of level* \( N \) is

\[
\Gamma(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma : \begin{pmatrix} a & b \\ c & d \end{pmatrix} \equiv \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \mod N \right\}
\]

A subgroup \( \Gamma' \leq \Gamma \) is called a *congruence subgroup of level* \( N \) if \( \Gamma(N) \subseteq \Gamma' \) for some \( N \in \mathbb{N} \).

The following facts hold:

1) \( \Gamma(1) = \Gamma \).

2) If \( \Gamma' \leq \Gamma \) is a congruence subgroup of level \( N \), then \( \Gamma' \) is a congruence subgroup of level \( M \) for any \( M \in \mathbb{N} \) s.t. \( N \mid M \).

3) \( \Gamma(N) \) is the kernel of the natural homomorphism \( \text{SL}_2(\mathbb{Z}) \to \text{SL}_2(\mathbb{Z}/N\mathbb{Z}) \). In fact this map surjects, inducing an isomorphism \( \Gamma/\Gamma(N) \cong \text{SL}_2(\mathbb{Z}/N\mathbb{Z}) \) and showing that \( \Gamma(N) \leq \Gamma \) and that \( [\Gamma : \Gamma(N)] < \infty \).\(^1\) This also implies that \( [\Gamma : \Gamma'] < \infty \) for any congruence subgroup \( \Gamma' \).

4) If \( \Gamma' \) is a congruence subgroup of level \( N \) and \( \alpha \in \Gamma \), then \( \alpha^{-1}\Gamma'\alpha \) is again a congruence subgroup of level \( N \). This follows from the fact \( \Gamma(N) \) is a normal subgroup of \( \Gamma \) and so \( \Gamma(N) = \alpha^{-1}\Gamma(\alpha)\alpha \subseteq \alpha^{-1}\Gamma'\alpha \), implying the claim.

\(^1\)In fact we have that \( [\Gamma : \Gamma(N)] = N^2 \prod_{p \mid N} \left( 1 - \frac{1}{p^2} \right) \)
The most important examples of congruence subgroups (of level $N$) are

$$\Gamma_0(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma : \begin{pmatrix} a & b \\ c & d \end{pmatrix} \equiv \begin{pmatrix} * & * \\ 0 & * \end{pmatrix} \pmod{N} \right\}$$

and

$$\Gamma_1(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma : \begin{pmatrix} a & b \\ c & d \end{pmatrix} \equiv \begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix} \pmod{N} \right\}$$

Clearly one has

$$\Gamma(N) \subseteq \Gamma_1(N) \subseteq \Gamma_0(N) \subseteq \Gamma$$


1) There is a group homomorphism

$$\Gamma_1(N) \to \mathbb{Z}/N\mathbb{Z}$$

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto b \pmod{N}$$

that is surjective. Its kernel is just $\Gamma(N)$, so $\Gamma(N) \leq \Gamma_1(N)$, $[\Gamma_1(N) : \Gamma(N)] = N$ and we have an isomorphism

$$\Gamma_1(N)/\Gamma(N) \to \mathbb{Z}/N\mathbb{Z}$$

2) There is a group homomorphism

$$\Gamma_0(N) \to (\mathbb{Z}/N\mathbb{Z})^*$$

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto d \pmod{N}$$

that is surjective and has kernel $\Gamma_1(N)$. So $\Gamma_1(N) \leq \Gamma_0(N)$, $[\Gamma_0(N) : \Gamma_1(N)] = \varphi(N)$ and we have an isomorphism

$$\Gamma_0(N)/\Gamma_1(N) \to (\mathbb{Z}/N\mathbb{Z})^*$$

$$\left[ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right] \mapsto d$$

So we want to think about modular forms for some congruence subgroup $\Gamma'$ as holomorphic functions $f : \mathcal{H} \to \mathbb{C}$ s.t. $f[\gamma']_k = f$ for all $\gamma' \in \Gamma'$ that are holomorphic at the cusps. So it’s straightforward to introduce the following

Definition 1.15. Let $\Gamma' \leq \Gamma$ be a congruence subgroup. The *cusps* of $\Gamma'$ are $\Gamma'$-equivalence classes of points of $\mathbb{P}^1(\mathbb{Q})$.

Notice that the number of cusps of any congruence subgroup is finite, because it is at most $[\Gamma : \Gamma']$.

But what about Fourier expansions? A congruence subgroup $\Gamma'$ may not contain the element $\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$, however it must contain an element in the form $\begin{pmatrix} 1 & h \\ 0 & 1 \end{pmatrix}$ for some minimal $h \in \mathbb{N}$. Since the action of this element on points of $\mathcal{H}$ is just
the translation by $h$, it follows that a weakly modular $f: \mathcal{H} \to \mathbb{C}$ with respect to $\Gamma'$ corresponds to a function 

$$g: D' \to \mathbb{C}$$

where $D'$ is the punctured disk but $f(\tau) = g(q_h)$ where $q_h = e^{2\pi i \tau/h}$. Hence if $f$ is holomorphic, then so is $g$ and $f$ has a Laurent expansion

$$f(\tau) = \sum_{n \in \mathbb{Z}} a_n q_h^n$$

We’ll say that $f$ is holomorphic at infinity with respect to $\Gamma'$ if $g$ can be extended holomorphically in $0$, i.e. if the Fourier expansion of $f$ starts with $n = 0$.

Now, we want a modular form for $\Gamma'$ to be holomorphic at every cusp, and if $\Gamma' \neq \Gamma$, there might be more than one cusp. Any cusp $s$ takes the form $\alpha(\infty)$ for some $\alpha \in \Gamma$, so that holomorphy at $s$ is defined by holomorphy at $\infty$ of $f[\alpha]_k$. Since such a modular form is holomorphic on $\mathcal{H}$ and weakly modular with respect to the congruence subgroup $\alpha^{-1} \Gamma \alpha$, the notion of its holomorphy at $\infty$ makes sense.

**Definition 1.16.** Let $\Gamma' \leq \Gamma$ be a congruence subgroup and $k \in \mathbb{Z}$. A modular form of weight $k$ with respect to $\Gamma'$ is a function $f: \mathcal{H} \to \mathbb{C}$ such that

i) $f$ is holomorphic on $\mathcal{H}$;

ii) $f[\alpha]_k = f$ for all $\alpha \in \Gamma'$;

iii) $f[\alpha]_k$ is holomorphic at $\infty$ for all $\alpha \in \Gamma$.

If $a_0 = 0$ in the Fourier expansion of $f[\alpha]_k$ for all $\alpha \in \Gamma$, we say that $f$ is a cusp form of weight $k$ with respect to $\Gamma'$.

The sets of modular forms and cusp forms of weight $k$ with respect to $\Gamma'$ will be denoted respectively by $M_k(\Gamma')$ and by $S_k(\Gamma')$.

**Remarks 1.17.** Let $\Gamma' \leq \Gamma$ be a congruence subgroup.

1) $M_k(\Gamma')$ and $S_k(\Gamma')$ are $\mathbb{C}$-vector spaces.

2) If $-I = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} \notin \Gamma'$, there could exist nonzero modular forms of odd weight with respect to $\Gamma'$.

3) If $\Gamma' \leq \Gamma''$ for some other congruence subgroup $\Gamma''$, then $M_k(\Gamma'') \subseteq M_k(\Gamma')$ and $S_k(\Gamma'') \subseteq S_k(\Gamma')$.

4) As in the case of the full modular group,

$$M(\Gamma') = \bigoplus_{k \in \mathbb{Z}} M_k(\Gamma')$$

is a graded ring and

$$S(\Gamma') = \bigoplus_{k \in \mathbb{Z}} S_k(\Gamma')$$

is a graded ideal of $M(\Gamma')$. 
Remark 1.18. Since for all $N \in \mathbb{N}$, \( \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \in \Gamma_1(N) \), modular forms for $\Gamma_1(N)$ and for $\Gamma_0(N)$ have a Fourier expansion of the type

\[ f(q) = \sum_{n=0}^{+\infty} a_n q^n \]

The main object of study in this thesis is a particular class of modular forms for $\Gamma_1(N)$. To define them, we need a bit more work, starting from Dirichlet characters.

**Definition 1.19.** Let $G$ be a finite abelian group written multiplicatively. A character of $G$ is just a homomorphism $\chi : G \to (\mathbb{C}^*, \cdot)$ where $\cdot$ is the usual multiplication of complex numbers. The set of all characters of $G$ clearly forms a group that will be denoted by $\hat{G}$. Such a group will be called the dual group of $G$. The unit of the dual group is the trivial character, namely the character $\chi : G \to \mathbb{C}^*$

\[ g \mapsto 1 \]

Since a character $\chi$ is a homomorphism and $G$ is finite, the values taken by $\chi$ are complex roots of unity. Therefore the inverse of $\chi$ in $\hat{G}$ is its conjugate, namely the character $\overline{\chi} : G \to \mathbb{C}^*$

\[ g \mapsto \overline{\chi(g)} \]

**Proposition 1.20.** Let $G$ be a finite abelian group.

i) $\hat{G}$ is non canonically isomorphic to $G$ (and so in particular $|G| = |\hat{G}|$).

ii) There is a canonical isomorphism $G \to \hat{G}$

\[ g \mapsto \chi_g \]

where $\chi_g(\psi) := \psi(g)$ for all $\psi \in \hat{G}$.

**Definition 1.21.** Let $N \in \mathbb{N}$. A Dirichlet character modulo $N$ is a character of the multiplicative group $(\mathbb{Z}/N\mathbb{Z})^*$.

From now on, $G_N$ will denote the multiplicative group $(\mathbb{Z}/N\mathbb{Z})^*$, $\hat{G}_N$ its dual and $\mathbb{1}_N$ will denote the trivial character modulo $N$.

**Proposition 1.22** (orthogonality relations). Let $N \in \mathbb{N}$. Then we have the following relations:

\[
\sum_{g \in G_N} \chi(g) = \begin{cases} 
\varphi(N) & \text{if } \chi = \mathbb{1}_N \\
0 & \text{otherwise}
\end{cases} \quad \sum_{\chi \in \hat{G}_N} \chi(g) = \begin{cases} 
\varphi(N) & \text{if } g = 1 \\
0 & \text{otherwise}
\end{cases}
\]
Proof. We will only show the first relation, since the second one is just the first applied to $\tilde{G}_N$. If $\chi = 1_N$ the claim is obvious. Otherwise, choose $h \in G_N$ s.t. $\chi(h) \neq 1$. Then the product $gh$ runs over all $G_N$ as $g$ runs over $G_N$, because $G_N$ is finite. So we have

$$\sum_{g \in G_N} \chi(g) = \sum_{g \in G_N} \chi(gh) = \left( \sum_{g \in G_N} \chi(g) \right) \chi(h) \implies (\chi(h) - 1) \sum_{g \in G_N} \chi(g) = 0$$

and this implies $\sum_{g \in G_N} \chi(g) = 0$ since by assumption $\chi(h) \neq 1$.

Let $N \in \mathbb{N}$ and $d \in \mathbb{N}$ s.t. $d \mid N$. Then every character modulo $d$ lifts to a character modulo $N$. Indeed, if $\chi_d \in \tilde{G}_d$ and $\pi_{N,d} : G_N \to G_d$ is the natural projection, it’s enough to define $\chi_N := \chi_d \circ \pi_{N,d}$, namely we set $\chi_N(n) := \chi_d(n \mod d)$ for all $n$ relatively prime to $N$. For example, let $\chi_4$ be the only nontrivial character modulo 4, namely

$$\chi_4 : G_4 \to \mathbb{C}^*$$

$$-1 \mapsto -1$$

This character lifts to

$$\bar{\chi} : G_{12} \to \mathbb{C}^*$$

$$5 \mapsto 1$$
$$7 \mapsto -1$$
$$11 \mapsto -1$$

The inverse construction, namely going from modulo $N$ to modulo $d$ for some $d \mid N$ is not always possible. For instance, the character modulo 8 given by

$$\chi_8 : G_8 \to \mathbb{C}^*$$

$$3 \mapsto 1$$
$$5 \mapsto -1$$
$$7 \mapsto -1$$

cannot be defined modulo 4, because if it were possible, we should have $\chi_8(5) = 1$ since $5 \equiv 1 \mod 4$.

This motivates the following

**Definition 1.23.** Let $\chi \in \tilde{G}_N$ be a Dirichlet character. The **conductor** of $\chi$ is the smallest positive divisor $d$ of $N$ s.t. $\chi = \chi_d \circ \pi_{N,d}$ for some $\chi_d \in \tilde{G}_d$. Equivalently, the conductor is the smallest positive divisor of $N$ s.t. $\chi$ is trivial on $\ker \pi_{N,d}$. $\chi$ is said to be **primitive** if its conductor is $N$.

A character modulo $N$ is called **odd** if $\chi(-1) = -1$. Otherwise, namely if $\chi(-1) = 1$, it’s called **even**.

The only character with conductor 1 is the trivial one, and the trivial character modulo $N$ is primitive iff $N = 1$.

Every character $\chi$ modulo $N$ extends to a completely multiplicative function

$$\bar{\chi} : \mathbb{Z} \to \mathbb{C}$$
\[ n \mapsto \begin{cases} \chi(n) & \text{if } (n, N) = 1 \\ 0 & \text{otherwise} \end{cases} \]

We are now ready to define type \((k, \chi)\) modular forms. Fix a level \(N \in \mathbb{N}\) and an element \(\alpha = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(N)\). Then recall that, by remark 1.14, \(\Gamma_0(N) \trianglelefteq \Gamma_1(N)\), so that \(M_k(\Gamma_1(N)) \subseteq M_k(\Gamma_0(N))\). This implies that the weight-
\(k\) operator defines a map
\[
M_k(\Gamma_1(N)) \rightarrow M_k(\Gamma_1(N))
\]
\[ f \mapsto f[\alpha]_k \]

Indeed, choose \(\gamma \in \Gamma_1(N)\). By the normality of \(\Gamma_1(N)\) in \(\Gamma_0(N)\) we have that \(\alpha^{-1}\Gamma_1(N)\alpha = \Gamma_1(N)\), so there exists \(\gamma' \in \Gamma_1(N)\) s.t. \(\alpha\gamma = \gamma'\alpha\). By lemma 1.5, we have that
\[
(f[\alpha]_k)[\gamma]_k = f[\alpha\gamma]_k = f[\gamma'\alpha]_k = (f[\gamma']_k)[\alpha]_k = f[\alpha]_k
\]
because \(f \in M_k(\Gamma_1(N))\). Again by lemma 1.5, we can define a group action
\[
\Gamma_0(N) \times M_k(\Gamma_1(N)) \rightarrow M_k(\Gamma_1(N))
\]
\[(\alpha, f) \mapsto f[\alpha]_k \]

Now one can notice that \(\Gamma_1(N)\) acts trivially on \(M_k(\Gamma_1(N))\) via this map. So passing to the quotient we get an action
\[
\Gamma_0(N)/\Gamma_1(N) \times M_k(\Gamma_1(N)) \rightarrow M_k(\Gamma_1(N))
\]
Since we have shown in remark 1.14 that \(\Gamma_0(N)/\Gamma_1(N) \cong \mathbb{Z}/N\mathbb{Z}\) via the map that sends \(\alpha = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto d \mod N\), we have that \(f[\alpha]_k\) depends only on \(d \mod N\) and so it makes sense to write
\[
f[\alpha]_k = \langle d \rangle f
\]

**Definition 1.24.** The \(\mathbb{C}\)-linear map
\[
\langle d \rangle : M_k(\Gamma_1(N)) \rightarrow M_k(\Gamma_1(N))
\]
\[ f \mapsto \langle d \rangle f \]
for \(d \in \mathbb{N}\) is called diamond operator, where by definition we set \(\langle 1 \rangle = 0\) if \((N, d) > 1\).

Obviously, \((1)f = f\), since \((1)f = f[I]_k\), where \(I\) is the identity matrix.

**Proposition 1.25.** The map
\[
\langle - \rangle : \mathbb{N} \rightarrow \text{hom}_\mathbb{C}(M_k(\Gamma_1(N)), M_k(\Gamma_1(N)))
\]
\[ n \mapsto \langle n \rangle \]
is completely multiplicative. Hence
\[
\langle m \rangle \langle n \rangle = \langle n \rangle \langle m \rangle = \langle mn \rangle
\]
for all \(m, n \in \mathbb{N}\).
With the same notations as above, let $\chi \in \hat{G}_N$ be a Dirichlet character with the same parity of $k$, i.e. such that $\chi(-1) = (-1)^k$. We’ll call modular form of type $(k, \chi)$ on $\Gamma_0(N)$ an element $f \in M_k(\Gamma_1(N))$ s.t.

$$(d)f = \chi(d)f$$

for all $d \in G_N$, i.e. such that

$$f\left( \frac{a\tau + b}{c\tau + d} \right) = \chi(d)(c\tau + d)^k f(\tau)$$

for all $\left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma_0(N)$.

We’ll denote the set of type $(k, \chi)$ modular forms of level $N$ by $M_k(N, \chi)$. In an analogous way we can define the space $S_k(N, \chi)$ of type $(k, \chi)$ cusp forms.

Notice that since $-I \in \Gamma_0(N)$, if $\chi$ and $k$ would not have the same parity, then it would follow $M_k(N, \chi) = \{0\}$.

One can show that $M_k(N, \chi)$ is a finite dimensional $\mathbb{C}$-vector space and $S_k(N, \chi)$ is a proper subspace. If $\chi = 1_N$ then clearly $M_k(N, \chi) = M_k(\Gamma_0(N))$.

**Proposition 1.27.** There exist decompositions of vector spaces

$$M_k(\Gamma_1(N)) = \bigoplus_{\chi \in \hat{G}_N} M_k(N, \chi) \quad S_k(\Gamma_1(N)) = \bigoplus_{\chi \in \hat{G}_N} S_k(N, \chi)$$

**Proof.** For each character $\chi \mod N$, define the operator

$$\pi_\chi = \frac{1}{\varphi(N)} \sum_{d \in G_N} \overline{\chi}(d) \langle d \rangle : M_k(\Gamma_1(N)) \to M_k(\Gamma_1(N))$$

This is clearly a $\mathbb{C}$-linear operator on $M_k(\Gamma_1(N))$. Now take $f \in M_k(\Gamma_1(N))$ and $e \in G_N$. One has:

$$\langle e \rangle \pi_\chi(f) = \langle e \rangle \frac{1}{\varphi(N)} \sum_{d \in G_N} \overline{\chi}(d) \langle d \rangle f = \frac{1}{\varphi(N)} \sum_{d \in G_N} \overline{\chi}(d) \langle de \rangle f = \frac{1}{\varphi(N)} \sum_{d \in G_N} \chi(e) \overline{\chi}(de) \langle de \rangle f = \chi(e) \pi_\chi(f)$$

because as $d$ runs over all $G_N$, so does $de$ for any fixed $e$. This proves by definition that $\pi_\chi(M_k(\Gamma_1(N))) \subseteq M_k(N, \chi)$. Moreover, if $f \in M_k(N, \chi)$ then

$$\pi_\chi(f) = \frac{1}{\varphi(N)} \sum_{d \in G_N} \overline{\chi}(d) \chi(d)f = f$$

and so $\pi_\chi$ is the identity on $M_k(N, \chi)$. Therefore $\pi_\chi$ is the projection onto $M_k(N, \chi)$. Now note that

$$\sum_{\chi \in \hat{G}_N} \pi_\chi = \frac{1}{\varphi(N)} \sum_{\chi \in \hat{G}_N} \sum_{d \in G_N} \overline{\chi}(d) \langle d \rangle = \frac{1}{\varphi(N)} \sum_{d \in G_N} \langle d \rangle \sum_{\chi \in \hat{G}_N} \overline{\chi}(d) = \langle 1 \rangle$$
where the last equality is due to the orthogonality relations. So \( \sum \pi_\chi \) is the identity on \( M_k(\Gamma_1(N)) \) and this tells us that the subspaces \( M_k(N, \chi) \) span \( M_k(\Gamma_1(N)) \).

Indeed, take any \( f \in M_k(\Gamma_1(N)) \). Then

\[
f = \sum \pi_\chi(f) = \sum \alpha_\chi f_\chi
\]

where the \( \alpha_\chi \in \mathbb{C} \) and \( f_\chi \in M_k(N, \chi) \).

Finally, if \( \chi \neq \chi' \) are distinct characters modulo \( N \),

\[
\pi_\chi \circ \pi_{\chi'} = \frac{1}{\phi(N)} \left( \sum_{d \in G_N} \chi(d) \langle d \rangle \right) \frac{1}{\phi(N)} \left( \sum_{e \in G_N} \chi'(e) \langle e \rangle \right) = \frac{1}{\phi(N)^2} \sum_{n \in G_N} \langle n \rangle \sum_{d=n} \chi(d) \chi'(e) = \frac{1}{\phi(N)^2} \sum_{n \in G_N} \langle n \rangle \chi(n) \sum_{e \in G_N} \chi(e^{-1}) \chi'(e) = \frac{1}{\phi(N)^2} \sum_{n \in G_N} \langle n \rangle \chi(n) \sum_{e \in G_N} (\chi \chi')(e) = 0
\]

because of the orthogonality relations. This last property implies that \( M_k(N, \chi) \cap M_k(N, \chi') = \{0\} \) for \( \chi \neq \chi' \), because if \( f \) would lie in the intersection, then \( (\pi_\chi \circ \pi_{\chi'})(f) = f \) since as we showed, \( \pi_\chi \) is the identity on \( M_k(N, \chi) \) for every \( \chi \).

The operators \( \pi_\chi \) restrict to \( S_k(\Gamma_1(N)) \) and hence the proof of the second decomposition goes in the same way.

Note that by definition, the diamond operators respect the decomposition described in the proposition, i.e. if \( \chi \in \hat{G}_N \) and \( n \in \mathbb{N} \), then

\[
\langle n \rangle (M_k(N, \chi)) \subseteq M_k(N, \chi)
\]

**Definition 1.28.** The weight \( k \) Eisenstein space of \( \Gamma_1(N) \) is the quotient vector space

\[
\mathcal{E}_k(\Gamma_1(N)) := M_k(\Gamma_1(N))/S_k(\Gamma_1(N))
\]

Analogously, if \( \chi \in \hat{G}_N \), then we set

\[
\mathcal{E}_k(N, \chi) := M_k(N, \chi)/S_k(N, \chi)
\]

By proposition 1.27, we have a decomposition of vector spaces

\[
\mathcal{E}_k(\Gamma_1(N)) = \bigoplus_{\chi \in \hat{G}_N} \mathcal{E}_k(N, \chi)
\]

### 1.3 Hecke operators

Let \( \alpha \in \text{GL}_2^+(\mathbb{Q}) \), where \( \text{GL}_2^+(\mathbb{Q}) = \{ \beta \in \text{GL}_2(\mathbb{Q}) : \det \beta > 0 \} \). Let \( \Gamma_1, \Gamma_2 \) be congruence subgroups of \( \Gamma \). Then the set

\[
\Gamma_1 \alpha \Gamma_2 = \{ \gamma_1 \alpha \gamma_2 : \gamma_1 \in \Gamma_1, \gamma_2 \in \Gamma_2 \}
\]
is called double coset. The group $\Gamma_1$ acts on the double coset $\Gamma_1 \alpha \Gamma_2$ by left multiplication, so we have a decomposition

$$\Gamma_1 \backslash \Gamma_1 \alpha \Gamma_2 = \bigcup_j \Gamma_1 \beta_j$$

for some choice of representatives $\beta_j \in \Gamma_1 \alpha \Gamma_2$. The key point is that this decomposition is finite, as shown by the following lemma, and this will allow us to define an important operator on $M_k(\Gamma_1(N))$.

**Lemma 1.29.** Let $\alpha \in \text{GL}_2^+(\mathbb{Q})$, $\Gamma_1, \Gamma_2 \leq \Gamma$ two congruence subgroups.

i) $\Gamma_1$ and $\Gamma_2$ are commensurable, i.e. the indexes $[\Gamma_1 : \Gamma_1 \cap \Gamma_2], [\Gamma_2 : \Gamma_1 \cap \Gamma_2]$ are both finite.

ii) The set $\alpha^{-1} \Gamma_1 \alpha \cap \text{SL}_2(\mathbb{Z})$ is a congruence subgroup.

iii) Set $\Gamma_3 = \alpha^{-1} \Gamma_1 \alpha \cap \Gamma_2$, a subgroup of $\Gamma_2$. Then the map

$$\Gamma_2 \to \Gamma_1 \alpha \Gamma_2$$

$$\gamma_2 \mapsto \alpha \gamma_2$$

induces a natural bijection from the coset space $\Gamma_3 \backslash \Gamma_2$ to the orbit space $\Gamma_1 \backslash \Gamma_1 \alpha \Gamma_2$. Hence $\{\gamma_{2,j}\}$ is a set of coset representatives for $\Gamma_3 \backslash \Gamma_2$ if and only if $\{\alpha \gamma_{2,j}\}$ is a set of orbit representatives for $\Gamma_1 \backslash \Gamma_1 \alpha \Gamma_2$.

**Corollary 1.30.** The orbit space $\Gamma_1 \backslash \Gamma_1 \alpha \Gamma_2$ is finite.

**Proof.** By point ii), $\alpha^{-1} \Gamma_1 \alpha$ is a congruence subgroup, so by point i) the set $\Gamma_3 \backslash \Gamma_2$ is finite and therefore by point iii) the claim follows. \qed

**Definition 1.31.** Let $\alpha \in \text{GL}_2^+(\mathbb{Q})$, $\Gamma_1, \Gamma_2 \leq \Gamma$ be congruence subgroups. The double coset operator, or weight-$k$ $\Gamma_1 \alpha \Gamma_2$ operator takes modular forms $f \in M_k(\Gamma_1(N))$ to

$$f[\Gamma_1 \alpha \Gamma_2]_k := \sum_j f[\beta_j]_k$$

where $\{\beta\}_j$ is a set of orbit representatives, namely $\Gamma_1 \alpha \Gamma_2 = \bigcup_j \Gamma_1 \beta_j$ is a disjoint union.

**Proposition 1.32.**

i) The double coset operator is well defined, i.e. is independent from the choice of representatives.

ii) The double coset operator defines a $\mathbb{C}$-linear map

$$[\Gamma_1 \alpha \Gamma_2]_k : M_k(\Gamma_1) \to M_k(\Gamma_2)$$

Moreover, it restricts to a map

$$[\Gamma_1 \alpha \Gamma_2]_k : S_k(\Gamma_1) \to S_k(\Gamma_2)$$
Definition 1.33. Let \( p \in \mathbb{N} \) be a prime, set \( \alpha = \begin{pmatrix} 1 & 0 \\ 0 & p \end{pmatrix} \in \text{GL}_2^+(\mathbb{Q}) \) and \( \Gamma_1 = \Gamma_2 = \Gamma_1(N) \). The Hecke operator \( T_p \) is given by

\[
T_p : M_k(\Gamma_1(N)) \to M_k(\Gamma_1(N))
\]

\[
f \mapsto T_pf := f[\Gamma_1(N)\alpha \Gamma_1(N)]^k
\]

Proposition 1.34. The \( T_p \) operator on \( M_k(\Gamma_1(N)) \) is given by

\[
T_pf = \begin{cases} 
\sum_{j=0}^{p-1} f[\begin{pmatrix} 1 & j \\ 0 & p \end{pmatrix}]^k & \text{if } p \mid N \\
\sum_{j=0}^{p-1} f[\begin{pmatrix} 1 & j \\ 0 & p \end{pmatrix}]^k + f[\begin{pmatrix} m & n \\ N & p \end{pmatrix}\begin{pmatrix} 1 & j \\ 0 & p \end{pmatrix}]^k & \text{if } p \nmid N \text{ and } mp - nN = 1
\end{cases}
\]

The thing we are really interested in is how Hecke operators act on the Fourier expansion of modular forms. This is given by the following

Theorem 1.35. Let \( N,p \in \mathbb{N} \) with \( p \) prime, \( \chi \in \hat{G}_N \) and \( f \in M_k(N,\chi) \), so that \( f \) has a Fourier expansion of the form

\[
f(q) = \sum_{n=0}^{+\infty} a_n q^n
\]

Then \( T_pf \in M_k(N,\chi) \) and we have

\[
(T_pf)(q) = \sum_{n=0}^{+\infty} a_n p(q) + \chi(p)p^{k-1} \sum_{n=0}^{+\infty} a_n(q) p^{n} = \sum_{n=0}^{+\infty} (a_{np}(f) + \chi(p)p^{k-1} a_{n/p}(f)) q^n
\]

where we set \( a_{n/p}(f) = 0 \) if \( p \nmid n \) and \( \chi \) is regarded as a function \( \mathbb{N} \to \mathbb{C} \). In other words, for \( f \in M_k(N,\chi) \) we have

\[
a_n(T_pf) = a_{np}(f) + \chi(p)p^{k-1} a_{n/p}(f)
\]

The definition of the Hecke operators can be extended to all \( n \in \mathbb{N} \), via the following theorem.

Theorem 1.36. Set \( T_1 = 1 \) (the identity operator). Let \( r,p \in \mathbb{N} \) with \( p \) prime and \( r \geq 2 \). Define

\[
T_p^r = T_p T_{p^{r-1}} - p^{k-1} \langle p \rangle T_{p^{r-2}}
\]

Then we have:

i) \( T_p^r T_q^s = T_q^s T_p^r \) if \( p,q \) are distinct primes and \( r,s \in \mathbb{N} \).

ii) For any \( n \in \mathbb{N} \), set \( T_n = \prod_i T_{p_i}^{a_i} \) where \( n = \prod_i p_i^{a_i} \) is the prime factorization of \( n \). Then \( T_n T_m = T_m T_n \) for all \( m,n \in \mathbb{N} \) and \( T_m T_n = T_{mn} \) if \( (m,n) = 1 \).

iii) \( T_p(d) = \langle d \rangle T_p \) for all \( d \in \mathbb{N} \).
iv) Fix $n, N \in \mathbb{N}$ and $\chi \in \hat{G}_N$. Then for every $f \in M_k(N, \chi)$ we have that $T_nf \in M_k(N, \chi)$ and

$$T_nf = \sum_{m=0}^{+\infty} a_m(T_nf)q^m$$

where

$$a_m(T_nf) = \sum_{d|(m,n)} \chi(d)d^{k-1}a_{mn/d}(f)$$

### 1.4 Oldforms, newforms and eigenforms

The first step to do in order to understand newforms is to define an inner product on the space $S_k(\Gamma_1(N))$. The hyperbolic measure on $\mathcal{H}$ is given by

$$d\mu(\tau) = \frac{dx\,dy}{y^2}$$

if $\tau = x + iy \in \mathcal{H}$. Such a measure is $\text{GL}_2^+(\mathbb{R})$-invariant, i.e. $d\mu(\alpha(\tau)) = d\mu(\tau)$ for all $\tau \in \mathcal{H}$ and all $\alpha \in \text{GL}_2^+(\mathbb{R})$. If $\Gamma' \leq \Gamma$ be a congruence subgroup and $X(\Gamma')$ is a fundamental domain for the action of $\Gamma'$ on $\mathcal{H}$, we define volume of $\Gamma'$ the integral

$$V_{\Gamma'} := \int_{X(\Gamma')} d\mu(\tau)$$

**Theorem 1.37.** Let $\Gamma' \leq \Gamma$ be a congruence subgroup. The map

$$\langle -, - \rangle_{\Gamma'} : S_k(\Gamma') \times S_k(\Gamma') \to \mathbb{C}$$

$$(f, g) \mapsto \langle f, g \rangle_{\Gamma'} = \frac{1}{V_{\Gamma'}} \int_{X(\Gamma')} f(\tau)\overline{g(\tau)}(\Im(\tau)^k)d\mu(\tau)$$

is well defined, positive definite and turns $S_k(\Gamma')$ into an Hermitian space. This map is called Petersson inner product.\(^2\)

Now recall the following

**Definition 1.38.** let $V$ be a complex inner product space and $T$ a linear operator on $V$. The adjoint of $T$ is the linear operator defined by

$$\langle Tv, w \rangle = \langle v, T^*w \rangle$$

A linear operator $T$ is called normal if it commutes with its adjoint.

**Theorem 1.39.** Let $p \in \mathbb{N}$ be a prime s.t. $p \nmid N$. Then in the inner product space $S_k(\Gamma_1(N))$, the Hecke operators $(p)$ and $T_p$ have adjoints

$$(p)^* = (p)^{-1} \quad T_p^* = (p)^{-1}T_p$$

Then it follows by theorem 1.36 that $(p)$ and $T_p$ are normal.

---

\(^2\)More generally, it can be shown that the integral defining the Petersson inner product converges if at least one between $f$ and $g$ is a cusp form and the inner product of a cusp form and an Eisenstein series is always 0. This tells us that, using a slight abuse of language, the spaces $S_k(\Gamma_1(N))$ and $\mathcal{E}_k(\Gamma_1(N))$ are orthogonal with respect to the Petersson inner product.
The spectral theorem of linear algebra easily implies the following fundamental

**Theorem 1.40.** The space $S_k(\Gamma_1(N))$ has an orthogonal basis of simultaneous eigenvectors for the Hecke operators $\{⟨n⟩, T_n : (n, N) = 1\}$.

**Definition 1.41.** A nonzero modular form $f ∈ M_k(\Gamma_1(N))$ that is a simultaneous eigenvector for all Hecke operators $⟨n⟩$ and $T_n$, for $n ∈ \mathbb{Z}^+$ is called eigenform. An eigenform is said to be normalized if $a_1 = 1$ in its Fourier expansion.

To conclude the section we will show how one can decompose $S_k(\Gamma_1(N))$ into two subspaces orthogonal with respect to the Petersson inner product.

First, notice that if $M, N ∈ \mathbb{N}$ are s.t. $M | N$, then $\Gamma_1(N) ⊆ \Gamma_1(M)$ and so $S_k(\Gamma_1(M)) ⊆ S_k(\Gamma_1(N))$. Now suppose $d ∈ \mathbb{N}$ is s.t. $d | N/M$. Then set $α_d = \begin{pmatrix} d & 0 \\ 0 & 1 \end{pmatrix}$ so that we can define a $\mathbb{C}$-linear map

$$S_k(\Gamma_1(M)) \rightarrow S_k(\Gamma_1(N))$$

$$f(τ) \mapsto f(τ)[α_d]_k = d^{k-1}f(dτ)$$

which is injective (it is an easy computation). By this observation, it will be natural to look at the subspace of $S_k(\Gamma_1(N))$ spanned by forms “coming from a lower level”.

**Definition 1.42.** For any divisor $d$ of $N$, let’s define a map

$$i_d : S_k(\Gamma_1(N/d)) \times S_k(\Gamma_1(N/d)) \rightarrow S_k(\Gamma_1(N))$$

$$(f, g) \mapsto f + g[α_d]_k$$

The subspace of oldforms at level $N$ is

$$S_k(\Gamma_1(N))^{old} = \sum_{d|N} i_d(S_k(\Gamma_1(N/d)) \times S_k(\Gamma_1(N/d)))$$

and the space of newforms at level $N$ is its orthogonal complement with respect to the Petersson inner product, i.e.

$$S_k(\Gamma_1(N))^{new} = (S_k(\Gamma_1(N))^{old})^⊥$$

**Proposition 1.43.** The subspaces $S_k(\Gamma_1(N))^{old}$ and $S_k(\Gamma_1(N))^{new}$ are stable under all Hecke operators.

**Corollary 1.44.** The subspaces $S_k(\Gamma_1(N))^{old}$ and $S_k(\Gamma_1(N))^{new}$ have orthogonal bases of eigenforms for the Hecke operators $T_n$ and $⟨n⟩$ for all $n ∈ \mathbb{N}$ such that $(n, N) = 1$.

It can be shown that the condition $(n, N) = 1$ can be removed from $S_k(\Gamma_1(N))^{new}$.

**Definition 1.45.** A newform is a normalized eigenform in $S_k(\Gamma_1(N))^{new}$.

**Remark 1.46.** By theorem 1.35, it’s clear that if $f = \sum_{n=0}^{+\infty} a_n q^n$ is any eigenform in $S_k(\Gamma_1(N))$ and $p$ is a prime, then since we have $T_p f = λ_p f$ for some $λ_p ∈ \mathbb{C}$, $λ_p = a_p^{-1} a_p$. Hence if $f$ is normalized, its $p$-th coefficient is an eigenvalue of $T_p$.

\(^3\)As next theorem says, one always has $a_1 ≠ 0$ for an eigenform.
It is useful to note that the converse also holds.

**Theorem 1.47.** Let \( f \in M_k(N, \chi) \). Then \( f \) is a normalized eigenform if and only if its Fourier coefficients satisfy the following conditions

i) \( a_1 = 1; \)

ii) \( a_{p^r} = a_p a_{p^{r-1}} - \chi(p) a_{p^{r-2}} \) for all primes \( p \) and \( r \geq 2; \)

iii) \( a_{mn} = a_m a_n \) for all \( m, n \in \mathbb{N} \) s.t. \( (m, n) = 1. \)

Now it will be straightforward to define newforms on \( S_k(N, \chi) \). More details can be found in [Li75].

So fix \( M, N \in \mathbb{N} \) and \( \chi \in \hat{G}_M \). The main observation is that if \( M \mid N \) and \( d \mid N/M \), then the map \( f \mapsto f[\alpha_d]_k \) restricts to a map

\[ S_k(M, \chi) \to S_k(N, \chi) \]

\[ f \mapsto f[\alpha_d]_k \]

where with a slight abuse of language we will use \( \chi \) also to denote the extension of \( \chi \) to \( G_N \). To prove this, recall that \( f \in S_k(M, \chi) \) means that \( \langle e \rangle f = \chi(e) f \) for all \( e \in G_M \). So choose any \( \gamma = \left( \begin{array}{cc} a & b \\ c & e \end{array} \right) \in \Gamma_0(N) \) and note that

\[ \alpha_d \gamma = \left( \begin{array}{cc} da & db \\ c & e \end{array} \right) = \left( \begin{array}{cc} a & db \\ c/d & e \end{array} \right) \alpha_d := \gamma' \alpha_d \]

where clearly \( \gamma' \in \Gamma_0(M) \) because \( N \mid c \) and so \( M \mid c/d \). This calculation implies that

\[ f[\alpha_d]_k[\gamma]_k = f[\alpha_d \gamma]_k = f[\gamma']_k[\alpha_d]_k = \chi(e) f[\alpha_d]_k \]

i.e. \( f[\alpha_d] \in S_k(N, \chi) \).

Now fix \( \chi \in \hat{G}_N \) and consider the set \( A = \{ N_i \in \mathbb{N} : \chi \text{ can be defined mod } N_i \} \).

Then we can define a subspace \( S_k^-(N, \chi) \) as the span of the set

\[ \{ f_i[\alpha_{d_{ij}}] : f_i \in S(N_i, \chi) \text{ for some } N_i \in A, d_{ij} \mid N/N_i \} \]

**Definition 1.48.** The complement of \( S_k^-(N, \chi) \) inside \( S_k(N, \chi) \) is denoted by \( S_k^+(N, \chi) \) and is called space of newforms on \( S_k(N, \chi) \).

**Remarks 1.49.**

1) The subspaces \( S_k^+(N, \chi) \) and \( S_k^-(N, \chi) \) are orthogonal under the Petersson inner product.

2) The Hecke operators \( T_p \) for \( p \) prime respect the decomposition of \( S_k(N, \chi) \). Therefore we can find a basis for \( S_k^+(N, \chi) \) made of eigenforms. The elements of this basis are called newforms. A newform will be called normalized if \( a_1 = 1 \) in its Fourier expansion.

3) If two newforms have the same eigenvalues \( \lambda_p \) for almost all \( p \), then they differ by a constant factor (cfr. [Li75]). This is a very important result, since it tells us that the subspace of \( S_k^+(N, \chi) \) relative to a collection of eigenvalues \( \{ \lambda_p \}_p \) has dimension 1.
4) Each element \( f(\tau) \in S_k(N, \chi) \) can be written as

\[
f(\tau) = \sum_i f_i(d_i \tau)
\]

where \( d_iN_i \mid N, \chi \) can be defined mod \( N_i \) and \( f_i \in S_k(N_i, \chi) \) is a newform. We will show this by induction. For \( N = 2 \), we have clearly that \( S_k(2, \mathbb{I}_2) = S_k^+ (N, \mathbb{I}_2) \) and so the result is obvious. Suppose it’s true for every \( 2 \leq r \leq N \). Then take \( f(\tau) \in S_k(N + 1, \chi) \). We can then write \( f(\tau) = g_1(\tau) + g_2(\tau) \), where \( g_1 \in S_k^+(N + 1, \chi) \) and \( g_2 \in S_k(N + 1, \chi) \). Then by definition \( g_1(\tau) = \sum f_i(d_i \tau) \) for some \( d_iN_i \mid N + 1, \) such that \( \chi \) can be defined mod \( N_i \) and \( f_i(\tau) \in S_k(N_i, \chi) \). Now take \( f_i(d_i \tau) \) and set \( d_i \tau = \tau' \). Then \( f_i(\tau') \in S_k(N_i, \chi) \) and so by induction hypothesis we have \( f_i(\tau') = \sum g_{ij}(d_{ij} \tau') \) where \( d_{ij}N_{ij} \mid N_i, \chi \) can be defined mod \( N_{ij} \) and \( g_{ij}(\tau') \in S_k^+(N_{ij}, \chi) \). So we have what we wanted, since we can write

\[
f_i(\tau') = f_i(d\tau) = \sum g_{ij}(d_{ij} \tau)
\]

where \( d_{ij}N_{ij} \mid N + 1, \chi \) can be defined mod \( N_{ij} \) and \( g_{ij}(\tau') \) is a newform in \( S_k(N_{ij}, \chi) \). The claim follows from the fact that this is true for all \( i \).

In conclusion, what we found is that any element \( f \in M_k(N, \chi) \) can be written as

\[
f(\tau) = E(\tau) + \sum_i f_i(d_i \tau)
\]

where \( E(\tau) \in \mathcal{S}_k(N, \chi) \) is an Eisenstein series and the \( f_i \) are as above. The last important result tells us that we can find a basis for the space \( \mathcal{S}_k(N, \chi) \) made by normalized eigenforms for the Hecke operators \( T_p \) with \( p \nmid N \). This will allow us to associate a Galois representation to any element of this basis, but it will be a reducible representation.

**Theorem 1.50.** Let \( N \in \mathbb{N} \) and let \( A_{N,1} \) be the set of all triples \( (\{ \psi, \varphi \}, t) \) s.t.

- a) \( \psi \) and \( \varphi \) are primitive characters modulo \( u \) and \( v \) respectively;
- b) \( (\psi\varphi)(-1) = -1;^4 \)
- c) \( t \in \mathbb{N} \) is s.t. \( tuv \mid N \).

Now set

\[
E_1^{\psi,\varphi}(\tau) := \delta(\varphi)L(0, \psi) + \delta(\psi)L(0, \varphi) + 2 \sum_{n=1}^{+\infty} \sigma_0^{\psi,\varphi}(n)q^n, \quad q = e^{2\pi i \tau}
\]

where \( \delta(\varphi) = 1 \) iff \( \varphi = \mathbb{I}_1 \) and is 0 otherwise, while

\[
\sigma_0^{\psi,\varphi} = \sum_{m \mid n \cap m > 0} \psi(n/m)\varphi(m)
\]

and \( L(s, \psi) \) is the \( L \)-function associated to \( \psi \). If \( E_1^{\psi,\varphi,t} := E_1^{\psi,\varphi}(t\tau) \), we have:

---

^4When we compute such a product, we implicitly assume that we have raised \( \psi \) and \( \varphi \) to level \( N \) to make the product have sense.
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i) The set
\[ B_1(\Gamma_1(N)) := \{E_1^{\psi,\varphi,t}: (\{\psi, \varphi\}, t) \in A_{N,1}\} \]
is a basis of the space \( E_1(\Gamma_1(N)) \). Moreover, for any character \( \chi \mod N \), the set
\[ B_1(N, \chi) := \{E_1^{\psi,\varphi,t}: (\{\psi, \varphi\}, t) \in A_{N,1}, \psi \varphi = \chi\} \]
is a basis of \( E_1(N, \chi) \).

ii) If \( p \in \mathbb{N} \) is a prime s.t. \( p \nmid N \), we have that
\[ T_p E_1^{\psi,\varphi,t} = (\psi(p) + \varphi(p)) E_1^{\psi,\varphi,t} \]
for every \( E_1^{\psi,\varphi,t} \in B_1(N, \chi) \).

To conclude the chapter, we cite without proof this fundamental fact about newforms.

**Theorem 1.51.** Let \( f = \sum_{n=1}^{+\infty} a_n q^n \in S_k(N, \chi) \), let \( \sigma \) be a automorphism of \( \mathbb{C} \).

Let \( f^\sigma := \sum_{n=1}^{+\infty} a_n^\sigma q^n \). Then

i) \( f^\sigma \in S_k(N, \chi^\sigma) \);

ii) if the \( a_n \) are algebraic, they have bounded denominators;

iii) the eigenvalues of the Hecke operators \( T_p \) lie in the ring of integers of a fixed algebraic number field.

**Proof.** See [Ser77b]. \( \square \)
Chapter 2

Galois representations

2.1 The Galois group \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \)

**Definition 2.1.** The **absolute Galois group of** \( \mathbb{Q} \) **is the Galois group** \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \), **where** \( \overline{\mathbb{Q}} \) **denotes an algebraic closure of** \( \mathbb{Q} \).

In this entire thesis, we fix an embedding \( \overline{\mathbb{Q}} \hookrightarrow \mathbb{C} \), so that when we will speak of \( \overline{\mathbb{Q}} \) we will think of it as a subfield of \( \mathbb{C} \). Also, the \( p \)-adic valuation on \( \mathbb{Q}_p \) will be normalized, i.e. \( v_p(p) = 1 \). From now on, we set \( G_\mathbb{Q} := \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \). Furthermore, if \( \sigma \in \text{Gal}(F/K) \) for some fields \( K \subseteq F \) and \( x \in F \), we’ll denote the image of \( x \) by \( \sigma \) by \( x^\sigma \).

It is clear that \( \overline{\mathbb{Q}} \) **is the union of all Galois number fields. Indeed, if** \( x \in \overline{\mathbb{Q}} \), **then** \( \mathbb{Q}(x) \) **is a number field contained in** \( \overline{\mathbb{Q}} \) **and so is its normal closure, which is Galois over** \( \mathbb{Q} \). **Conversely if** \( F \) **is a Galois number field, each of its elements is algebraic over** \( \mathbb{Q} \), **and so lies in** \( \overline{\mathbb{Q}} \). Moreover, the collection \( \{ \text{Gal}(F/Q): F/Q \text{ is a finite Galois extension} \} \) **is a projective system whose maps are the ones induced by inclusions**, i.e. if \( K \subseteq F \) **is an extension of Galois number field we have a canonical restriction map**

\[
\text{Gal}(F/Q) \to \text{Gal}(K/Q)
\]

\[\sigma \mapsto \sigma_K := \sigma|_K\]

**Proposition 2.2.** **We have** \( G_\mathbb{Q} \cong \varprojlim \text{Gal}(F/Q) \), **where** \( F \) **runs over all finite Galois extensions of** \( \mathbb{Q} \).

**Proof.** Let \( \sigma \in G_\mathbb{Q} \), **let** \( F \subseteq \overline{\mathbb{Q}} \) **be a Galois number field. Then** \( \sigma|_F \) **lies in** \( \text{Gal}(F/Q) \), because \( F/Q \) **is Galois. Moreover, it’s clear that if** \( K \subseteq F \) **is another Galois number field, then** \( \sigma|_K = (\sigma|_F)|_K \). **Therefore** \( \sigma \) **define an element of** \( \varprojlim \text{Gal}(F/Q) \) **and the map obtained in this way is clearly injective. On the other hand, take an element** \( \{\sigma_F\} \in \varprojlim \text{Gal}(F/Q) \). **This comes from an element** \( \sigma \in G_\mathbb{Q} \) **in an obvious way, namely if** \( x \in \overline{\mathbb{Q}} \) **then** \( x \in F \) **for some Galois number field** \( F \) **and so we set** \( x^\sigma := x^{\sigma_F} \). **This proves that the map is also surjective, and we are done.**
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The group \( G_\mathbb{Q} \) is then a profinite group, namely a projective limit of finite groups. Hence it carries a structure of topological group, the one induced by the inclusion

\[
G_\mathbb{Q} = \varprojlim \{\text{Gal}(F/\mathbb{Q})\} \subseteq \prod_F \text{Gal}(F/\mathbb{Q}) := C
\]

where the product is taken over all Galois number fields. Here we are considering the discrete topology on the finite Galois groups \( \text{Gal}(F/\mathbb{Q}) \) and the product topology on \( C \). By Tychonoff’s theorem, \( C \) is a compact topological space. Moreover, \( G_\mathbb{Q} \) is a closed subspace, because if \( \{\sigma_F\} \in C \setminus G_\mathbb{Q} \), then by definition there exists an extension of number fields \( K \subseteq L \) and two elements \( \sigma_K \in \text{Gal}(K/\mathbb{Q}) \) and \( \sigma_L \in \text{Gal}(L/\mathbb{Q}) \) such that \( \sigma_L|_K \neq \sigma_K \). Therefore the set \( \{\tau_F \in C : \tau_K = \sigma_K, \tau_L = \sigma_L\} \) is an open subspace that does not intersect \( G_\mathbb{Q} \) and contains \( \{\sigma_F\} \). So we proved that \( G_\mathbb{Q} \) is compact. Moreover, one can see that \( G_\mathbb{Q} \) is Hausdorff and totally disconnected, i.e. its only connected components are the points. The properties of being a Hausdorff, compact and totally disconnected topological group characterize completely profinite groups (see for example [CA67]).

The same result holds for any Galois extension \( F/K \), in the sense that \( \text{Gal}(F/K) \cong \varprojlim_L \text{Gal}(L/K) \) where \( L \) runs over all finite Galois extensions \( L/K \) s.t. \( L \subseteq F \) and again \( \text{Gal}(F/K) \) is a topological group. So we can recall the main theorem of Galois theory for possibly infinite extensions.

**Theorem 2.3** (Krull). Let \( F/K \) be a Galois extension of fields, and \( K \subseteq L \subseteq F \) a subextension. Then \( \text{Gal}(F/L) \) is a closed subgroup of \( G := \text{Gal}(F/K) \). Moreover, the maps

\[
L \mapsto H := \text{Gal}(F/L) \quad \text{and} \quad H \mapsto L := F^H
\]

yield an inclusion-reversing bijection between subfields \( K \subseteq L \subseteq F \) and closed subgroups \( H \subseteq G \), where by \( F^H \) we are denoting the subfield of \( F \) fixed pointwise by the elements of \( H \). A subextension \( L/K \) is Galois over \( K \) if and only if \( \text{Gal}(F/L) \) is normal in \( \text{Gal}(F/K) \); in this case there is a natural isomorphism

\[
\text{Gal}(L/K) \cong \text{Gal}(F/K)/\text{Gal}(F/L).
\]

From now on, every time we will have a group \( G \) acting on a set \( X \), we will denote the subset of pointwise fixed elements by \( X^G \). Note that if \( \sigma \in G \) and \( Y \subseteq X \) is any subset, with \( Y^\sigma \) we denote the set \( \{y^\sigma : y \in Y\} \), while \( Y^{\sigma} = \{y \in Y : y^\sigma = y\} \).

**Remark 2.4.** By the theorem, we have that for any Galois number field \( F/\mathbb{Q} \), the restriction map

\[
\pi_F : G_\mathbb{Q} \to \text{Gal}(F/\mathbb{Q})
\]

\[
\sigma \mapsto \sigma|_F
\]

is surjective. This is a general fact about inverse limits of surjective systems, namely if \( \{G_i\}_{i \in I} \) is an surjective system of groups, the projections

\[
\varprojlim \limits_{i \in I} G_i \to G_i
\]

\[
\{g_i\}_{i \in I} \mapsto g_i
\]

are surjective.
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Now, a system of open neighborhoods in \( G_\mathbb{Q} \) for \( 1 = 1_{G_\mathbb{Q}} \) is the one generated by the kernels of the projections

\[ G_\mathbb{Q} \rightarrow \text{Gal}(F/\mathbb{Q}) \]

as \( F \) runs over all Galois number fields. Since \( G_\mathbb{Q} \) is a topological group, it follows that a system of open neighborhoods for any \( \sigma \in G_\mathbb{Q} \) is generated by

\[ U_\sigma(F) := \sigma \cdot \ker(G_\mathbb{Q} \rightarrow \text{Gal}(F/\mathbb{Q})) \]

as \( F \) runs over all Galois number fields. Clearly, \( U_1(F) \) is an open normal subgroup of \( G_\mathbb{Q} \) for every Galois number field \( F \). But the converse also holds. Indeed, if \( U \subseteq G_\mathbb{Q} \) is an open normal subgroup, then \( U(F) \subseteq U \) for some Galois number field \( F \). So we get a surjection

\[ \text{Gal}(F/\mathbb{Q}) = G_\mathbb{Q}/U(F) \rightarrow G_\mathbb{Q}/U \]

which by Galois theory main theorem implies that \( G_\mathbb{Q}/U = \text{Gal}(F'/\mathbb{Q}) \) for some \( F' \subseteq F \) and hence \( U = U_1(F') \).

The next step is understanding maximal ideals of \( \mathbb{Z} \). Let \( p \subseteq \mathbb{Z} \) such an ideal. Let \( \mathcal{O}_K \subseteq \mathbb{Z} \) be any number ring. Since the extension \( \mathcal{O}_K \subseteq \mathbb{Z} \) is integral, the ideal \( p \cap \mathcal{O}_K \) is maximal. Therefore in particular when \( K = \mathbb{Q} \) we have that \( p \cap \mathbb{Z} = p\mathbb{Z} \) for some rational prime \( p \). Conversely, given such a rational prime, the ideal \( p\mathbb{Z} \) is contained by Zorn’s lemma in some maximal ideal \( p \).

Since \( \mathbb{Z} = \bigcup_K \mathcal{O}_K \) for all number fields \( K \), any maximal ideal \( p \subseteq \mathbb{Z} \) is given by

\[ p = \bigcup_K p_K \] where \( p_K = p \cap \mathcal{O}_K \) and the \( p_K \) are compatible, in the sense that if \( K' \subseteq K \) are two number fields, then \( p_K \cap K' = p_{K'} \). Conversely, every such union defines a maximal ideal of \( \mathbb{Z} \).

It is easy to check that if \( p \subseteq \mathbb{Z} \) is a maximal ideal and \( p = p \cap \mathbb{Z} \), then \( \overline{\mathbb{Z}}/p \) is an algebraic closure of \( \mathbb{F}_p \). From now on, we’ll always identify \( \overline{\mathbb{Z}}/p \) with \( \mathbb{F}_p \).

So let \( p \in \mathbb{Z} \) be a prime and let \( p \subseteq \mathbb{Z} \) be any maximal ideal lying over \( p \). Then we have a reduction map

\[ \mathbb{Z} \rightarrow \mathbb{F}_p \]

whose kernel is \( p \).

**Definition 2.5.** The *decomposition group* of \( p \) is defined as

\[ D_p = \{ \sigma \in G_\mathbb{Q} : p^\sigma = p \} \]

One can also see that \( D_p \cong \varprojlim_F D_{p_F} \) where \( F \) runs over all Galois number fields, \( p_F := p \cap F \) and \( D_{p_F} \) is the decomposition group of \( p_F \) in \( F \). In fact, it’s clear that we have a homomorphism

\[ D_p \rightarrow \varprojlim_F D_{p_F} \]

\[ \sigma \mapsto \{ \sigma_F \} \]

which is injective. On the other hand any \( \{ \sigma_F \} \in \varprojlim_F D_{p_F} \) is by definition an element of \( G_\mathbb{Q} \) and so the map is surjective too. Now the point is that if \( F/\mathbb{Q} \) is
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a finite Galois extension, then for every rational prime $p$ and every prime $\mathfrak{p} \subseteq F$ lying over $p$ it’s known (see for example [Ser79]) that there exists an isomorphism

$$D_{\mathfrak{p} p} \cong \text{Gal}(F_p/\mathbb{Q}_p)$$

where $F_p$ denotes the completion of $F$ with respect to the discrete valuation induced by $p$. This tells us that

$$D_p \cong \varprojlim \text{Gal}(K/\mathbb{Q}_p)$$

where $K$ runs over all the finite extensions of $\mathbb{Q}_p$. But again, it is easy to see that

$$\varprojlim \text{Gal}(K/\mathbb{Q}_p) = \text{Gal}(\mathbb{Q}_p/\mathbb{Q}_p) := G_p$$

So what we found is that we can identify the decomposition group of any maximal ideal $\mathfrak{p} \subseteq \mathbb{Z}$ with the local Galois group $G_p$. What happens if we choose another $\mathfrak{p}' \subseteq \mathbb{Z}$ lying over $p$? We’ll see in proposition 2.8 that there exists $\sigma \in G_Q$ s.t. $\mathfrak{p}' = \mathfrak{p}^\sigma$ and $D_{\mathfrak{p}' p} = \sigma^{-1} D_{\mathfrak{p} p} \sigma$. This shows choosing another $\mathfrak{p}$ lying over $p$ the embedding $G_p \hookrightarrow G_Q$ changes by conjugation.

Any $\sigma \in D_p$ gives rise to a commutative diagram

$$\begin{array}{ccc}
\mathbb{Z} & \xrightarrow{\sigma} & \mathbb{Z} \\
\pi \downarrow & & \downarrow \pi \\
\mathbb{F}_p & \xrightarrow{\bar{\sigma}} & \mathbb{F}_p
\end{array}$$

where $(x + p)^\bar{\sigma} := x^\sigma + p$. What we have is thus a map

$$D_p \to G_{\mathbb{F}_p} := \text{Gal}(\mathbb{F}_p/\mathbb{F}_p)$$

$$\sigma \mapsto \bar{\sigma}$$

which is surjective.

**Definition 2.6.** The **inertia group** of $\mathfrak{p}$, denoted by $I_p$, is the kernel of the map $D_p \to G_{\mathbb{F}_p}$.

One has that

$$I_p = \{ \sigma \in D_p : x^\sigma \equiv x \mod p \quad \forall x \in \mathbb{Z} \}$$

Again, it is easy to see that $I_p \cong \varprojlim_{\mathbf{F}} I_{\mathfrak{p} F}$, namely the absolute inertia over $p$ is the inverse limit over the inertia groups of $p$ in the finite Galois extensions $F/\mathbb{Q}$. The group $G_{\mathbb{F}_p}$ is procyclic, i.e. it’s the inverse limit of the cyclic groups $\mathbb{Z}/n\mathbb{Z}$ as $n$ runs over $\mathbb{N}$. So

$$G_{\mathbb{F}_p} \cong \hat{\mathbb{Z}} \cong \prod_{\mathfrak{p} \in \mathcal{P}} \mathbb{Z}_p$$

where $\mathcal{P}$ is the set of all rational primes. One can embed

$$\iota : \mathbb{Z} \hookrightarrow \hat{\mathbb{Z}}$$

$$x \mapsto \{ x + n\mathbb{Z} \}_{n \in \mathbb{N}}$$

The subgroup of $\hat{\mathbb{Z}}$ generated by $\iota(1) := \sigma_p$ is a dense subgroup.
Definition 2.7. Any preimage of $\sigma_p$ via the reduction map

$$D_p \rightarrow G_{\mathbb{F}_p}$$

is denoted by $\text{Frob}_p$ and is called \textit{absolute Frobenius element over $p$.}

Clearly $\text{Frob}_p$ is determined only up to $I_p$. However, any two maximal ideals of $\mathbb{Z}$ lying over the same rational prime $p$ are conjugate by some $\sigma \in G_{\mathbb{Q}}$, as explained by the following

Proposition 2.8. Let $p, q \subseteq \mathbb{Z}$ be two maximal ideals s.t. $p \cap \mathbb{Z} = q \cap \mathbb{Z} = p\mathbb{Z}$. Then there exists $\sigma \in G_{\mathbb{Q}}$ s.t. $p^\sigma = q$.

Proof. Recall that

$$p = \bigcup_K p_K \quad q = \bigcup_K q_K$$

where $K$ runs over all Galois number fields, $p_K = p \cap K$, $q_K = q \cap K$ and the unions are compatible. Since for every $K$ the ideals $p_K$ and $q_K$ lie both over the same prime $p$, there exists $\sigma_K \in \text{Gal}(K/\mathbb{Q})$ s.t. $p_K^{\sigma_K} = q_K$. Now fix any Galois number field $K$ and choose such an automorphism $\sigma_K \in \text{Gal}(K/\mathbb{Q})$. By remark 2.4, there exists $\sigma \in G_{\mathbb{Q}}$ s.t. $\sigma|_K = \sigma_K$. The fact that the unions of primes defining $p$ and $q$ are compatible implies clearly that $p^\sigma = q$. \qed

This fact shows that if $p, q \subseteq \mathbb{Z}$ lie over $p \in \mathbb{Z}$, then their decomposition groups are isomorphic via the map

$$\vartheta: D_p \rightarrow D_q$$

$$\tau \mapsto \sigma \tau \sigma^{-1}$$

where $\sigma \in G_{\mathbb{Q}}$ is s.t. $p^\sigma = q$. Then it follows that the Frobenius of the conjugate is the conjugate of the Frobenius, namely

$$\text{Frob}_{p^\sigma} = \sigma \text{Frob}_p \sigma^{-1}$$

Let’s now recall a very important result

Theorem 2.9 (Chebotarev density theorem). Let $K \subseteq L$ be a Galois extension of number fields, with $G = \text{Gal}(L/K)$. Let $C \subseteq G$ be a conjugacy class. Then the set

$$S = \{ p: p \subseteq \mathcal{O}_K \text{ is an unramified prime ideal of } \mathcal{O}_K \text{ s.t. } \text{Frob}_p \in C \}$$

has density $#C/#G$.

Remarks 2.10.

1) The density mentioned in the theorem is the \textit{natural density}, namely if $S$ is a set of primes of $\mathcal{O}_K$ we set

$$d(S) := \lim_{x \rightarrow +\infty} \frac{\#\{ p: \#(\mathcal{O}_K/p) \leq x, p \in S \}}{\#\{ p: \#(\mathcal{O}_K/p) \leq x, p \text{ prime} \}}$$
2. From the theorem it follows easily that every element \( \sigma \in G \) is the Frobenius of an infinite number of primes of \( K \). In fact, it is clear that every finite set of primes has density 0, so if \( C \) is the conjugacy class of \( \sigma \), since \( \#C \geq 1 \) there must exist an infinite number of primes \( p \) s.t. \( \text{Frob}_p \in C \). But if \( \tau^{-1} \sigma \tau = \text{Frob}_p \), then \( \sigma = \text{Frob}_{p^r} \) and we’re done.

**Theorem 2.11.** Suppose \( S := \{p_1, \ldots, p_n\} \subseteq \mathbb{Z} \) is a set of primes. For any maximal ideal \( p \subseteq \mathbb{Z} \) not lying over any of the \( p_i \)'s, choose an absolute Frobenius \( \text{Frob}_p \). Then the set of such elements is dense in \( G_{\mathbb{Q}} \).

**Proof.** Pick any \( \sigma \in G_{\mathbb{Q}} \) and \( F \subseteq \overline{\mathbb{Q}} \) Galois number field. We will show that \( U_{\sigma}(F) \) contains some \( \text{Frob}_p \) with \( p \cap \mathbb{Z} \notin S \). Indeed, look at the surjective map \( G_{\mathbb{Q}} \rightarrow \text{Gal}(F/\mathbb{Q}) \). The image of \( \sigma \) via this map, call it \( \sigma_F \), is by Chebotarev density theorem, a Frobenius of infinite primes of \( F \). So we can choose on of those primes, say \( p_F \), not lying over any of the \( p_i \)'s, because the set of primes of \( F \) lying over some of the \( p_i \)'s is clearly finite. For the same reason, we can assume that \( p = p_F \cap \mathbb{Z} \) doesn’t ramify in \( F \), so that \( I_{p_F} \) is trivial. Now lift \( p_F \) to a maximal ideal \( p \subseteq \mathbb{Z} \) and consider the following commutative diagram

\[
\begin{array}{ccc}
G_{\mathbb{F}_p} & \rightarrow & \text{Gal}(\mathbb{F}_{p^f}/\mathbb{F}_p) \\
\downarrow & & \downarrow \cong \\
D_p & \rightarrow & D_{p_F} \\
\downarrow & & \downarrow \\
G_{\mathbb{Q}} & \rightarrow & \text{Gal}(F/\mathbb{Q})
\end{array}
\]

where we have identified \( F/p_F \) and \( \mathbb{F}_{p^f} \), where \( f \) is the inertia degree of \( p \) in \( F \). By our choice \( \sigma_F \in D_{p_F} \), is mapped to the Frobenius of \( G_{\mathbb{F}_p} \). Such an element can clearly be lifted a topological generator of \( G_{\mathbb{F}_p} \), say \( \sigma_p \). Again, \( \sigma_p \) can be lifted to \( \text{Frob}_p \in D_p \) (the one chosen by hypothesis). So by the commutativity of the upper square, it follows that \( \pi_F \mid_{D_p}(\text{Frob}_p) \) and \( \sigma_F \) differ by an element of the inertia group of \( p_F \), which is trivial. Therefore \( \pi_F \mid_{D_p}(\text{Frob}_p) = \sigma_F \), but we know that \( \sigma_F = \pi_F \mid_{D_p}(\sigma) \), namely

\[
\pi_F \mid_{D_p}(\text{Frob}_p \sigma^{-1}) = 1
\]

This means that \( \text{Frob}_p \sigma^{-1} \) lies in the kernel of \( \pi_F \mid_{D_p} \), and since obviously \( \ker \pi_F \mid_{D_p} \subseteq \ker \pi_F \), we have proven that \( \text{Frob}_p = \sigma \tau \) for some \( \tau \in \ker \pi_F \), i.e. \( \text{Frob}_p \in U_\sigma(F) \). \( \square \)

### 2.2 Galois representations

**Definition 2.12.** An \( n \)-dimensional *Galois representation* is a continuous homomorphism

\[
\rho: G_{\mathbb{Q}} \rightarrow \text{GL}_n(K)
\]
where $K$ is a topological field, and the topology on $GL_n(K)$ is the one induced by the inclusion $GL_n(K) \hookrightarrow K^{n^2}$.

Two representations $\rho, \rho'$ are said to be equivalent if there exists $M \in GL_n(K)$ s.t.

$$\rho'(\sigma) = M^{-1} \rho(\sigma) M$$

for all $\sigma \in G_Q$.

When $K = \mathbb{C}$, we will speak of a complex Galois representation, when $K$ is an extension of $\mathbb{Q}_p$, we will call $\rho$ a $p$-adic Galois representation.

The identity matrix of order $n$ will always be denoted by $I_n$.

**Remark 2.13.** Since $K$ is chosen to be a topological field, $GL_n(K)$ turns into a topological group. If

$$\rho: G \to H$$

is a homomorphism of topological groups, to check the continuity of $\rho$ it’s enough to check that $\rho^{-1}(V)$ is open in $G_Q$ for every $V$ in a basis of open neighborhoods of the identity $1_H$. In fact, for every $h \in H$, we have a homeomorphism

$$\varphi_h: H \to H$$

$$\sigma \mapsto h\sigma$$

and therefore $\rho^{-1}(hV) = (\varphi_h \circ \rho)^{-1}(hV)$ is open in $G$ since $hV$ is open in $H$.

**Definition 2.14.** Let $c \in G_Q$ be a complex conjugation. A Galois representation $\rho: G_Q \to GL_n(\mathbb{C})$ is said to be odd if $\det(\rho(c)) = -1$ while is said to be even if $\det(\rho(c)) = 1$.

The fundamental property the distinguishes complex Galois representation is the one stated by the following theorem.

**Theorem 2.15.** Let $\rho: G_Q \to GL_n(\mathbb{C})$ be a complex Galois representation. Then $\text{Im} \, \rho$ is finite and therefore $\rho$ factors through $\text{Gal}(F/\mathbb{Q})$ for some Galois number field $F$.

**Proof.** To prove the claim, it suffices to show that there exists an open neighborhood of $I_n$ in $GL_n(\mathbb{C})$ which doesn’t contain nontrivial subgroups of $GL_n(\mathbb{C})$. Indeed, if this is true, call $U$ such a neighborhood. Clearly one must have that $\rho(G_Q) \cap U = I_n$. Therefore $\rho^{-1}(U) = \text{ker} \, \rho$, but on the other hand the continuity of $\rho$ implies that $\text{ker} \, \rho$ is open. Now the compactness of $G_Q$ ensure that every open normal subgroup has finite index, and the claim follows.

So recall that the topology we are considering on $GL_2(\mathbb{C})$ is the one induced by the norm defined as $\|M\| = \sup_{v \in \mathbb{C}^n : \|v\| = 1} \|Mv\|$ for every $M \in \text{Mat}_n(\mathbb{C})$. Now let $U = \{M \in \text{Mat}_n(\mathbb{C}): \|M - I_n\| < 1/2\}$. Note that we can suppose that every element in $U$ is in its Jordan canonical form, because for each $A \in \text{Mat}_n(\mathbb{C})$ one has

$$\|A^{-1}MA - I_n\| = \|A^{-1}(M - I_n)A\| \leq \|A^{-1}\|\|M - I_n\|\|A\| \leq \|M - I_n\|$$

Now take some $M \in GL_n(\mathbb{C})$ such that $M \neq I_n$ and $M \in U$. If $M$ has all the eigenvalues equal to 1, then its Jordan canonical form has to have at least a nondiagonal entry. This implies that for $N \in \mathbb{N}$ big enough, $\|M^N - I_n\| > 1/2$, ...
so that $U$ cannot contain the subgroup generated by $M$. So assume that $M$ has an eigenvalue $\alpha \neq 1$. If $|\alpha| \neq 1$ then it’s clear that for some $N \in \mathbb{Z}$ one has $|\alpha^N - 1| > 1/2$ so that $\|M^N - I_n\| > 1/2$. If $|\alpha| = 1$, say that $\alpha$ is in the $(i,i)$-th diagonal entry of $M$. Then consider the projection $\pi: \mathbb{C}^n \to \mathbb{C}$ that sends a matrix $A$ to its $(i,i)$-th entry, so that $\pi(M) = \alpha$. It’s clear that $\pi(U) \subseteq V := \{z \in \mathbb{C}: |z - 1| < 1/2\}$. Therefore the argument of $\alpha$ cannot be greater in absolute value than $\arctan 1/\pi$ and choosing an appropriate $N \in \mathbb{N}$ one has that the argument of $\alpha^N$ is greater than such a number, so that $V$, and hence $U$, cannot contain the group generated by $\alpha$.

Note that the proof of this theorem doesn’t rely strongly on the structure of $G_\mathbb{Q}$, except for the fact that by its compactness, an open normal subgroup have finite index. In fact, the same theorem is true for a continuous representation of any profinite group and we will use it when we will speak about representations of $G_\mathbb{F}$.

We can easily invert the theorem: given a representation $\rho: \text{Gal}(F/\mathbb{Q}) \to \text{GL}_n(\mathbb{C})$ for some number field $F$, we can always compose this homomorphism, which is obviously continuous because $\text{Gal}(F/\mathbb{Q})$ has the discrete topology, with the projection onto the quotient $G_\mathbb{Q} \to G_\mathbb{Q}/\text{Gal}(\overline{\mathbb{Q}}/F) \cong \text{Gal}(F/\mathbb{Q})$, which is continuous too, and get a Galois representation $\rho: G_\mathbb{Q} \to \text{GL}_n(\mathbb{C})$.

Now, once we have a Galois representation $\rho: G_\mathbb{Q} \to \text{GL}_n(K)$, a natural question would be to understand $\rho(\text{Frob}_p)$ for some prime $p \subseteq \mathbb{Z}$. The problem is that $\text{Frob}_p$ is defined only up to $I_p$, so the notion of $\rho(\text{Frob}_p)$ makes sense if and only if $I_p \subseteq \ker \rho$. Moreover, if $p \in \mathbb{Z}$ is a prime and $p, p' \subseteq \mathbb{Z}$ are two primes lying over $p$, then $I_p$ and $I_{p'}$ are conjugate in $G_\mathbb{Q}$ so that $I_p \subseteq \ker \rho$ if and only if $I_{p'} \subseteq \ker \rho$ by the normality of $\ker \rho$ in $G_\mathbb{Q}$. Therefore it makes sense to state the following

**Definition 2.16.** Let $p \in \mathbb{Z}$ be a prime, $\rho: G_\mathbb{Q} \to \text{GL}_n(K)$ be a Galois representation. We say that $\rho$ is **unramified** at $p$ if $I_p \subseteq \ker \rho$ for some $p \subseteq \mathbb{Z}$ lying over $p$.

**Remarks 2.17.**

1) If a Galois representation $\rho$ is unramified at all primes except for a finite number, then the values $\rho(\text{Frob}_p)$, when they are defined, determine completely $\rho$. In fact, by theorem 2.11, such $\text{Frob}_p$ are dense in $G_\mathbb{Q}$ and so if $\sigma \in G_\mathbb{Q}$ we can always find a sequence $\text{Frob}_{p_i}$ that tends to $\sigma$ (in the topology of $G_\mathbb{Q}$), and the continuity of $\rho$ forces $\rho(\sigma)$ to be the limit of the $\rho(\text{Frob}_{p_i})$.

2) Every complex Galois representation $\rho: G_\mathbb{Q} \to \text{GL}_n(\mathbb{C})$ is unramified outside a finite set of primes. More precisely, let $F = \overline{\mathbb{Q}}^{\ker \rho}$ and $\rho': \text{Gal}(F/\mathbb{Q}) \to \text{GL}_n(\mathbb{C})$ be the corresponding faithful representation. We claim that $\rho$ is ramified at $p$ iff $p$ ramifies in $F$. In fact, suppose that $\rho$ is unramified at $p$. This means that $\rho$ is trivial on $I_p$ for any maximal ideal $p \subseteq \mathbb{Z}$ lying over $p$. Since there exists a surjection $I_p \to I_{p_F}$ (see remark 2.4) where $p_F := p \cap F$, if $I_{p_F}$ were nontrivial then $\rho(\sigma) \neq I_n$ for some $\sigma \in I_{p_F}$ because the induced representation of $\text{Gal}(F/\mathbb{Q})$ is faithful by construction and so we could lift $\sigma$ to some $\sigma' \in G_\mathbb{Q}$ s.t. $\rho(\sigma') \neq I_n$, contradiction.

Conversely suppose that $\rho$ does not ramify in $F$. If $\rho$ were ramified at $p$, then there would exist $\sigma \in I_p \subseteq G_\mathbb{Q}$ such that $\rho(\sigma) \neq I_n$. But then we would have $\rho'|_F \neq I_n$ and this is impossible since $\sigma|_F \in I_{p_F}$ which is trivial.
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This fact shows also that a Galois representation is unramified everywhere if and only if it is trivial, because there always exists a ramified prime in \( F \) unless \( F = \mathbb{Q} \).

3) It’s also possible to define ramification at the infinite prime of \( \mathbb{Q} \) of a Galois representation \( \rho \). In fact, by convention one has that \( D_\infty = \text{Gal}(\mathbb{C}/\mathbb{R}) = \{1, c\} = I_\infty \) where \( c \) is a complex conjugation and so it makes sense to say that \( \rho \) is unramified at \( \infty \) iff \( \rho(c) \neq I_\infty \). For 1-dimensional representations, being ramified at \( \infty \) means being odd, while being unramified means being even. When \( n = 2 \), an odd Galois representation is necessarily ramified at \( \infty \), while an even one can be ramified or unramified at \( \infty \).

Examples 2.18.

i) Of course one can always define the trivial representation, denoted by \( \mathbb{1} \), mapping the whole \( G_\mathbb{Q} \) to the identity. Such a representation is of course unramified everywhere.

ii) Let \( K = \mathbb{C} \) and \( n = 1 \), so that \( \text{GL}_1(\mathbb{C}) = \mathbb{C}^* \). Let \( \chi \) be a primitive Dirichlet character modulo \( N \in \mathbb{N} \). Now consider the following diagram

\[
\begin{array}{ccc}
G_\mathbb{Q} & \pi_N & \text{Gal}(\mathbb{Q}(\mu_N)/\mathbb{Q}) \\
& \downarrow \rho_{\chi,N} & \downarrow \chi \\
& \mathbb{Z}/N\mathbb{Z}^* & \mathbb{C}^*
\end{array}
\]

where \( \mu_N \) is a primitive \( N \)-th root of unity and \( \rho_{\chi,N} \) is the unique map that makes the diagram commute. The composition

\[
\rho_{\chi} := \rho_{\chi,N} \circ \pi_N
\]

yields a complex Galois representation. In fact, the image of \( \rho_{\chi} \) is finite and so to check that the map is continuous it’s enough, by remark 2.13, to check that \( \rho_{\chi}^{-1}(1) \) is open. This is certainly true because \( \ker \rho_{\chi,N} = \text{Gal}(\mathbb{Q}(\mu_N)/\mathbb{F}) \) for some Galois extension \( \mathbb{Q} \subseteq F \subseteq \mathbb{Q}(\mu_N) \) and hence \( \rho_{\chi}^{-1}(1) = \pi_N^{-1}(\ker \rho_{\chi,N}) = \text{Gal}(F/\mathbb{Q}) = U(F) \) which we know to be an open subgroup of \( G_\mathbb{Q} \).

Conversely, let \( \rho : G_\mathbb{Q} \to \mathbb{C}^* \) be a continuous homomorphism with kernel \( \text{Gal}(\mathbb{Q}/\mathbb{F}) \). By the Kronecker-Weber theorem, we can assume \( F = \mathbb{Q}(\mu_N) \), so that we have the same commutative diagram as above, namely \( \rho \) is induced by some Dirichlet character modulo \( N \). One can show that if \( \rho \) factors through \( \mathbb{Q}(\mu_N) \) and \( \mathbb{Q}(\mu_{N'}) \), then it factors also through \( \mathbb{Q}(\mu_d) \) where \( d = (N,N') \). Therefore we can assume that \( \chi \) is primitive. So we have a bijection between the set of 1-dimensional complex Galois representations and primitive Dirichlet characters modulo \( N \). This correspondence can be
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viewed as a consequence of global class field theory: each continuous character of $G_{\mathbb{Q}}$ can be composed with the global Artin map to obtain a character of the idèle class group of $\mathbb{Q}$, and vice versa.

Note that the complex conjugation $c$ restricts to the automorphism $\mu_N \mapsto \mu_{N^{-1}}$ and this shows that $\chi(c) = -1$. More generally, an absolute Frobenius element $\text{Frob}_p$ lying over a prime $p \nmid N$ maps to $p \mod N$ and so $\chi(\text{Frob}_p) = \chi(p)$.

By remark 2.17, this representation is ramified exactly at primes dividing $N$.

iii) Pick a prime $l$ and consider the field $\mathbb{Q}(\mu_{l^{\infty}}) = \bigcup_{n \in \mathbb{N}} \mathbb{Q}(\mu_{l^n})$. Then it is easy to show that

$$G_{\mathbb{Q},l} := \text{Gal}(\mathbb{Q}(\mu_{l^{\infty}})/\mathbb{Q}) \cong \mathbb{Z}_l^*$$

and since we have a surjection $G_{\mathbb{Q}} \twoheadrightarrow G_{\mathbb{Q},l}$, what we constructed is an $l$-adic representation

$$\chi_l: G_{\mathbb{Q}} \to \mathbb{Q}_l^*$$

$\sigma \mapsto (m_1, m_2, \ldots)$ where $\mu_{l^n}^m = \mu_{l^n}^{m_n}$ for all $n$

that is called $l$-adic cyclotomic character of $G_{\mathbb{Q}}$.

A phenomenon typical of $l$-adic Galois representation is the following, and we will need it at a certain point of our main proof.

**Lemma 2.19.** Let $K$ be a finite extension of $\mathbb{Q}_l$ for some prime $l$, let $\rho: G_{\mathbb{Q}} \to GL_n(K)$ be a Galois representation. Then $\rho$ is equivalent to a Galois representation $\rho': G_{\mathbb{Q}} \to GL_n(\mathcal{O}_K)$, where $\mathcal{O}_K$ is the valuation ring of $K$.

**Proof.** See [DJ05].

The definition of Galois representations we gave is good because it’s very clear, but it doesn’t allow us to construct many natural examples. For that purpose, we can restate the definition in the following equivalent way

**Definition 2.20.** Let $K$ be a topological field, let $n \in \mathbb{N}$. An $n$-dimensional Galois representation is an $K[G_{\mathbb{Q}}]$-module which is $n$-dimensional as a $K$-vector space such that the action

$$G_{\mathbb{Q}} \times V \to V$$

$$(\sigma, v) \mapsto v^\sigma$$

is continuous.

Two representations $V, V'$ are said to be equivalent if there exists a continuous $K[G_{\mathbb{Q}}]$-modules isomorphism $V \to V'$.

To see why this definition is equivalent to the previous one, first let $\rho: G_{\mathbb{Q}} \to GL_n(K)$ be a Galois representation in the sense of 2.12. We can define a $G_{\mathbb{Q}}$-module structure on $K^n$ by the map

$$G_{\mathbb{Q}} \times K^n \to K^n$$

$$(\sigma, v) \mapsto \rho(\sigma)v$$

This can be viewed as the composition of the maps

$$G_{\mathbb{Q}} \times K^n \to GL_n(K) \times K^n$$
Now let \( V \) as composition of continuous maps. \( G \mapsto \pi \) that represent the isomorphism of \( V \) is an homomorphism since \( \pi \) induces an automorphism of \( V \) that multiplication by \( n \) components of the product that make the obvious diagram commute. Clearly our \( \rho \) yields \( \sigma \) which is clearly continuous. Moreover, for any \( \sigma \in G \) exists \( M \in \text{GL}_n(K) \) s.t. \( \rho(\sigma) = M^{-1}\rho'(\sigma)M \) for all \( \sigma \in G_{\mathbb{Q}} \). We can define the map

\[
\varphi: K^n \to K^n
\]

\[
v \mapsto Mv
\]

which is clearly continuous. Moreover, for any \( \sigma \in G_{\mathbb{Q}} \) one has

\[
\varphi(v^\sigma) = \varphi(\rho(\sigma)v) = M(\rho(\sigma)v) = \rho(\sigma)'(Mv) = (Mv)^\sigma = \varphi(v)^\sigma
\]

Viceversa, let \( V \) a \( n \)-dimensional \( K \) vector space which is endowed with a continuous action by \( G_{\mathbb{Q}} \). Fix a basis \( \mathcal{E} = \{e_1, \ldots, e_n\} \subseteq V \). Then every \( \sigma \in G_{\mathbb{Q}} \) induces an automorphism of \( V \), hence we have a map

\[
\rho: G_{\mathbb{Q}} \to \text{GL}_n(K)
\]

that is an homomorphism since \( G_{\mathbb{Q}} \) acts on \( V \). To show that such a map is continuous, first recall that we are considering \( \text{GL}_n(K) \to K^{n^2} \) and the topology on \( \text{GL}_n(\mathbb{C}) \) is the one induced by the inclusion. Now note that to give a continuous map \( \rho: G_{\mathbb{Q}} \to \text{GL}_n(\mathbb{C}) \) is equivalent to give a continuous map \( \rho: G_{\mathbb{Q}} \to K^{n^2} \) such that \( \rho(G_{\mathbb{Q}}) \subseteq \text{GL}_n(\mathbb{C}) \). By the universal property of the product, to give a continuous map \( G_{\mathbb{Q}} \to K^{n^2} \) is equivalent to give \( n^2 \) continuous maps to the components of the product that make the obvious diagram commute. Clearly our \( n^2 \) maps must be, in order to make the diagram commute, the maps given by

\[
\rho_{ij}: G_{\mathbb{Q}} \to K
\]

\[
\sigma \mapsto (\rho(\sigma))_{ij}
\]

where \((\rho(\sigma))_{i,j}\) is the \((i, j)\)-th entry of \( \rho(\sigma) \). One sees immediately that

\[
\rho_{ij}(\sigma) = \pi_j(\rho(\sigma))e_i
\]

where \( \pi_j: K^n \to K \) is the projection to the \( j \)-th component, that is a continuous map. Since by hypothesis the action of \( G_{\mathbb{Q}} \) on \( V \) is continuous, \( \rho_{ij} \) is continuous as composition of continuous maps.

Now let \( V' \) be a \( n \)-dimensional \( K \) vector spaces which is isomorphic to \( V \) as \( G_{\mathbb{Q}} \)-module. Fix a basis \( \mathcal{F} = \{f_1, \ldots, f_d\} \subseteq V' \) and write \( M \) for the matrix that represent the isomorphism of \( V \) and \( V' \) in the bases \( \mathcal{E}, \mathcal{F} \). Then saying that multiplication by \( M \) induces an isomorphism that commute with the action means saying that for all \( v \in V \) and \( \sigma \in G_{\mathbb{Q}} \) one has

\[
M(v^\sigma) = (Mv)^\sigma
\]

namely that \( M(\rho(\sigma)v) = \rho'(\sigma)(Mv) \) so that choosing \( v = e_i \) for \( i = 1, \ldots, d \) yields \( \rho(\sigma) = M^{-1}\rho'(\sigma)M \) for all \( \sigma \in G_{\mathbb{Q}} \).

Working with definition 2.20 gives us directly the following crucial example.
Example 2.21. Let $E$ be an elliptic curve over $\mathbb{Q}$. For every prime $p \in \mathbb{Z}$ and $n \in \mathbb{N}$, we denote the subgroup of the $p^n$-torsion points over $\overline{\mathbb{Q}}$ by $E(\overline{\mathbb{Q}})[p^n]$. The group $G_{\mathbb{Q}}$ clearly acts on $E(\overline{\mathbb{Q}})[p^n]$; moreover, for all $n$ there is a group homomorphism $E(\overline{\mathbb{Q}})[p^n+1] \to E(\overline{\mathbb{Q}})[p^n]$ given by the multiplication by $p$ which turns $\{E(\overline{\mathbb{Q}})[p^n]\}_{n \in \mathbb{N}}$ into a projective system. Since the action of $G_{\mathbb{Q}}$ is compatible with the transition maps, what we get is by the universal property of the inverse limit a (continuous) action of $G_{\mathbb{Q}}$ over $\lim_{\leftarrow n \in \mathbb{N}} E(\overline{\mathbb{Q}})[p^n] := \mathbb{T}_p(E)$, which is called the $p$-adic Tate module of $E$. Since $E(\overline{\mathbb{Q}})[p^n] \cong (\mathbb{Z}/p^n\mathbb{Z})^2$, we have that $\mathbb{T}_p(E) \cong \mathbb{Z}_p^2$ and so we ended up with a 2-dimensional $p$-adic Galois representation associated to $E$.

An advantage of working with $K[G_{\mathbb{Q}}]$-modules instead of homomorphisms $G_{\mathbb{Q}} \to \text{GL}_n(\mathbb{C})$ is that the category $G_{\mathbb{Q}}\text{-mod}$ in which the objects are discrete abelian groups on which $G_{\mathbb{Q}}$ acts continuously, is an abelian category. Two basic constructions can be made out of Galois representations, as described below.

Definition 2.22. Let $\rho: G_{\mathbb{Q}} \to \text{GL}_n(K)$, $\rho': G_{\mathbb{Q}} \to \text{GL}_m(K)$ be two Galois representations. The direct sum of $\rho$ and $\rho'$ is the representations given by

$$\rho \oplus \rho': G_{\mathbb{Q}} \to \text{GL}_{n+m}(K)$$

$$\sigma \mapsto \left( \begin{array}{cc} \rho(\sigma) & 0 \\ 0 & \rho'(\sigma) \end{array} \right)$$

The tensor product of $\rho$ and $\rho'$ is the representation given by

$$\rho \otimes \rho': G_{\mathbb{Q}} \to \text{Aut}(K^n \otimes K^m)$$

$$\sigma \mapsto \rho(\sigma) \otimes \rho'(\sigma)$$

Definition 2.23. Suppose that $V$ is an $n$-dimensional Galois representation. We say that $V$ is irreducible if the only stable subspaces\(^1\) of $V$ are 0, $V$. A Galois representation $\rho: G_{\mathbb{Q}} \to \text{GL}_n(K)$ is said to be semisimple if it is isomorphic to a direct sum of irreducible Galois representation.

Since $G_{\mathbb{Q}}$ is not finite, it is not always true that Galois representations are semisimple. However, we will be interested in complex Galois representations and as we know from theorem 2.15 such representations have finite image, and so they can be thought as faithful representations of the finite group $\text{Gal}(F/\mathbb{Q})$ for some Galois number field $F$. Therefore, complex Galois representations are automatically semisimple.

We are then ready to state the following fundamental

Theorem 2.24. Let $\rho, \rho': G_{\mathbb{Q}} \to \text{GL}_n(\mathbb{C})$ be two Galois representations s.t. $\text{Tr}(\rho(\text{Frob}_p)) = \text{Tr}(\rho'(\text{Frob}_p))$ for all primes $p \in \mathbb{Z}$ outside of a finite set $S$. Then $\rho$ and $\rho'$ are isomorphic.

\(^1\)See appendix for the definition of stability.
Proof. By theorem 2.15, $\rho, \rho'$ give rise to faithful representations of $\text{Gal}(K/Q)$ and $\text{Gal}(F/Q)$ respectively, where $K = \mathbb{Q}^{\text{tor}}$ and $F = \mathbb{Q}^{\text{tor}}$. Since $K,F$ are Galois number fields, so is $FK$ and then we have surjections $\text{Gal}(FK/Q) \to \text{Gal}(K/Q)$, $\text{Gal}(FK/Q) \to \text{Gal}(F,Q)$. Therefore we can assume that both $\rho, \rho'$ factor through $\text{Gal}(FK/Q) \coloneqq G$. Now by Chebotarev density theorem, each $\sigma \in G$ is the Frobenius of infinite primes $p \in Q$, so as in the proof of theorem 2.11 we can lift $\sigma$ to the absolute Frobenius of a prime which doesn’t lie in $S$. In this way, by hypothesis we know that $\text{Tr}(\rho(\sigma)) = \text{Tr}(\rho'(\sigma))$ for every $\sigma \in G$ and so by corollary A.13 it follows that $\rho, \rho'$ are isomorphic as representations of $G$ and so also as Galois representations. 

\section{2.3 Ramification and the Artin conductor}

One natural question one could ask is “how much” a Galois representation is ramified. To understand what we mean by this, we shall start introducing the higher ramification groups, as done in [Ser79]. Throughout the rest of the section, $K$ will be a field complete under a discrete valuation $v_K$ (e.g. a finite extension of $\mathbb{Q}_p$), $A_K$ will be its valuation ring with maximal ideal $p_K$, $U_K$ the group of units of $A_K$ and $k$ the residue field. Moreover, $L$ will be a finite separable extension of $K$, $A_L$ will be its valuation ring with maximal ideal $p_L$, $U_L$ the group of units and $k_L$ the residue field. Finally, we assume $k_L/k$ to be separable. Recall that we have the following

\begin{proposition}
Under the above hypothesis, there exists $x \in A_L$ s.t. $A_L = A_K[x]$.
\end{proposition}

\begin{proof}
See [Ser79].
\end{proof}

Now we add the hypothesis that $L/K$ is Galois and we set $G \coloneqq \text{Gal}(L/K)$. Moreover, we set $g = |G|$, so that $ef = g$ where $f$ is the inertia degree and $e$ the ramification index of $L/K$.

\begin{lemma}
Let $\sigma \in G$ and $i \geq -1$ be an integer. Then the following are equivalent:

a) $\sigma$ acts trivially on $A_L/p_L^{i+1}$;

b) $v_L(a^\sigma - a) \geq i + 1$ for all $a \in A_L$;

c) $v_L(x^\sigma - x) \geq i + 1$, where $x \in A_L$ is s.t. $A_K[x] = A_L$.
\end{lemma}

\begin{proof}
a)$\iff$ b) If $\sigma$ acts trivially on $A_L/p_L^{i+1}$, then $a^\sigma$ and $a$ lie in the same coset of $A_L$, therefore they differ by an element of $p_L^{i+1}$, and such an element has valuation $\geq i+1$. Conversely, if $v_L(a^\sigma - a) \geq i + 1$, then there exists $b \in p_L^{i+1}$ s.t. $a^\sigma - a = b$ and therefore $a^\sigma \equiv a \mod p_L^{i+1}$.

a)$\iff$ c) If $x \in A_L$ generates $A_L$ as an $A_K$-algebra, then $x_i \coloneqq x \mod p_L^{i+1}$ generates $A_L/p_L^{i+1}$ as an $A_k$-algebra. Therefore $x_i^\sigma \equiv x_i \mod p_L^{i+1}$ is a sufficient and necessary condition for $\sigma$ to act trivially on $A_L/p_L^{i+1}$, by the same argument of point a).
\end{proof}
Definition 2.27. For each integer \( i \geq -1 \), the \( i \)-th ramification group is defined as:

\[
G_i := \{ \sigma \in G : \text{ satisfy a), b) or c) of the previous lemma} \}
\]

It’s clear that \( G_{-1} = G \) and \( G_0 \subseteq G \) is the usual inertia subgroup. Also, note that one can define

\[
G_i := \ker(G \to \text{Aut}(A_L/p_{L}^{i+1}))
\]

for the obvious map \( G \to \text{Aut}(A_L/p_{L}^{i+1}) \). This automatically shows that the \( G_i \)'s are normal in \( G \).

Proposition 2.28. The ramification groups form a descending chain of normal subgroups of \( G \) such that \( G_i \) is trivial for \( i \) big enough.

Proof. The only thing to prove is that the \( G_i \)'s become eventually trivial. But looking at condition c) of lemma 2.26 it is clear that whenever \( i \geq \sup_{\sigma \in G} \{ v_L(x^{\sigma} - x) \} \) then \( G_i \) is trivial, and so we are done.

Still denoting by \( x \) an \( A_K \)-generator of \( A_L \), let’s define the following function on \( G \)

\[
i_G: G \to \mathbb{Z} \cup \{+\infty\}
\]

\[
\sigma \mapsto i_G(\sigma) := v_L(x^\sigma - x)
\]

Clearly, if \( \sigma \neq 1_G \) then \( i_G(\sigma) \) is a nonnegative integer, while \( i_G(1_G) = +\infty \).

Moreover, the function \( i_G \) has the following properties:

i) \( i_G(\sigma) \geq i + 1 \iff \sigma \in G_i \)

ii) \( i_G(\tau^{-1}\sigma \tau) = i_G(\sigma) \)

iii) \( i_G(\sigma \tau) \geq \inf\{i_G(\sigma), i_G(\tau)\} \)

Now suppose that \( H \) is a subgroup of \( G \), and let \( K' = L^H \) be the corresponding subextension of \( L/K \).

Proposition 2.29. For every \( \sigma \in H \), \( i_H(\sigma) = i_G(\sigma) \) and \( H_i = G_i \cap H \).

Proof. The fact that \( i_H(\sigma) = i_G(\sigma) \) is clear. To see the second assertion, recall point a) of proposition 2.26: \( \sigma \in H_i \) iff \( \sigma \in H \) and \( \sigma \) acts trivially on \( A_L/p_{L}^{i+1} \).

The claim then follows.

Corollary 2.30. If \( K^{ur} \) is the largest unramified extension of \( K \) inside \( L \) and \( H = \text{Gal}(L/K^{ur}) \), then \( H_i = G_i \) for all \( i \).

Proof. The claim follows directly from the previous proposition and the fact that \( H = G_0 \).
This last corollary reduces the study of ramification groups to the totally ramified case. Our aim now is to introduce the Artin conductor of a Galois representation, that in some sense will measure its ramification. To do that, first we need to describe the Artin representation of $G$. This is done as follows: for $\sigma \in G$ define

$$a_G(\sigma) = \begin{cases} -f i_G(\sigma) & \text{if } \sigma \neq 1_G \\ f \sum_{\tau \neq 1_G} i_G(\tau) & \text{if } \sigma = 1_G \end{cases}$$

This implies that $\sum_{\sigma \in G} a_G(\sigma) = 0$, i.e. $(a_G, 1_G) = 0^2$. One can prove that $a_G$ is the character of a representation of $G$. We won’t reproduce the proof here; we just say that it relies strongly on the following fundamental theorem.

**Theorem 2.31** (Brauer-Tate). Every character of a finite group $G$ is a linear combination with integer coefficients of characters induced from characters of its elementary subgroups.\(^2\)

**Proof.** See [Ser77a]. \qed

**Definition 2.32.** The representation of $G$ whose character is $a_G$ is called Artin representation of $G$.

The fact that $a_G$ is a class function is clear. Write $a_G = \sum_{i=1}^{h} c_i \chi_i$ where $\chi_1, \ldots, \chi_h$ are the irreducible characters of $G$ and $c_i \in \mathbb{C}$ for all $i$. Then we have

$$c_i = (a_G, \chi_i) = \frac{1}{g} \sum_{\sigma \in G} a_G(\sigma) \chi_i(\sigma)^{-1} = \frac{1}{g} \sum_{\sigma \in G} a_G(\sigma^{-1}) \chi_i(\sigma)$$

and as $a_G(\sigma) = a_G(\sigma^{-1})$ we have $c_i = (\chi_i, a_G)$. So for each class function $\varphi$ on $G$ define

$$f(\varphi) := (\varphi, a_G)$$

Such number is called conductor of $\varphi$. The fact that $a_G$ is the character of a representation of $G$ implies the fundamental theorem

**Theorem 2.33.** $f(\chi)$ is a nonnegative integer for all characters $\chi$.

Now recall that if $H \leq G$ and $\psi$ is a class function on $H$ then for all $\sigma \in G$ we have

$$\text{Ind}(\psi)(\sigma) = \sum_{\tau \in G/H} \psi(\tau^{-1} \sigma \tau)$$

where by convention $\psi(\tau^{-1} \sigma \tau) = 0$ if $\tau^{-1} \sigma \tau \notin H$.

**Proposition 2.34.** The function $a_G$ on $G$ is equal to the function $\text{Ind}(a_{G_0})$ induced by the corresponding function on the inertia subgroup.

\(^2\)See the appendix for the inner product of class functions.

\(^3\)A group $G$ is said to be $p$-elementary for a prime number $p$ if it is the direct product of a cyclic group of order prime to $p$ and a $p$-group. $G$ is said to be elementary if it is elementary for at least a prime $p$. 
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Proof. Since $G_0 \subseteq G$, clearly $\text{Ind}(a_{G_0})(\sigma) = 0 = a_G(\sigma)$ if $\sigma \notin G_0$. If $1 \neq \sigma \in G_0$, then

$$\text{Ind}(a_{G_0})(\sigma) = \sum_{\tau \in G/G_0} a_G(\tau^{-1}\sigma\tau) = -\sum_{\tau \in G/G_0} i_{G_0}(\tau^{-1}\sigma\tau) = -f i_G(\sigma) = a_G(\sigma)$$

$\square$

Proposition 2.35. Let $G_i$ be the $i$-th ramification group of $G$, $u_i$ the character of the augmentation representation of $G_i$ and $u_i^*$ the induced character of $G$. Then

$$a_G = \sum_{i=0}^{+\infty} \frac{1}{(G_0: G_i)} u_i^*$$

Proof. Let $g_i := |G_i|$. Since $G_i \subseteq G$, if $R$ is a system of representatives of $G_i$ in $G$ and $\tau \in R$, one has that $\tau^{-1}\sigma\tau \in G_i$ iff $\sigma \in G_i$. This easily tells us that $u_i^*(\sigma) = 0$ for $\sigma \notin G_i$, while for $1 \neq \sigma \in G_i$ we have

$$u_i^*(\sigma) = \sum_{\tau \in R} u_i(\tau^{-1}\sigma\tau) = -\sum_{\tau \in R} 1 = -g_i/g$$

If $\sigma = 1_G$, then $u_i(1_G) = g_i - 1$ and so $u_i^*(1_G) = g_i(g_i - 1)$. This also tells us that $\sum_{\sigma \in G} u_i^*(\sigma) = 0$, i.e. the RHS is orthogonal with $1_G$. Now, for every $\sigma \in G$ we can find $k \in \mathbb{N}$ s.t. $\sigma \in G_k \setminus G_{k+1}$. For such $\sigma$, it’s clear that $a_G(\sigma) = -f(k + 1)$ because $i_G(\sigma) = v_L(x^\sigma - x)$ and the latter is an integer $\geq k + 1$ but not $\geq k + 2$, namely it is exactly $k + 1$. On the other hand,

$$\sum_{i=0}^{+\infty} \frac{1}{(G_0: G_i)} u_i^*(\sigma) = -f g_0 \sum_{i=0}^{k} \frac{1}{(G_0: G_i)} g_i = -f \sum_{i=0}^{k} 1 = -f (k + 1)$$

For $\sigma = 1$ the claim follows from the orthogonality of both LHS and RHS with $1_G$. $\square$

Now for any class function $\varphi$ on $G$ we set

$$\varphi(G_i) := \frac{1}{g_i} \sum_{\sigma \in G_i} \varphi(\sigma)$$

Corollary 2.36. If $\varphi$ is a class function on $G$, then

$$f(\varphi) = \sum_{i=0}^{+\infty} \frac{g_i}{g_0}(\varphi(1) - \varphi(G_i))$$

Proof. Recall that $f(\varphi) = (\varphi, a_G)$. Now use proposition 2.35 and Frobenius reciprocity, namely the fact that

$$(\varphi, u_i^*) = (\varphi|_{G_i}, u_i) = \frac{1}{g_i} \sum_{\sigma \in G_i} \varphi(\sigma) u_i(\sigma) = \varphi(1) - \varphi(G_i)$$

$\square$
Corollary 2.37. If \( \chi \) is the character of a representation of \( G \) in \( V \) then
\[
f(\chi) = \sum_{i=0}^{+\infty} \frac{g_i}{g_0} \text{codim } V^G_i.
\]

Proof. This follows from the fact that \( \chi(G_i) = \dim V^G_i \).

Corollary 2.38. \( f(\chi) \) is a nonnegative rational number.

Proof. Since by proposition 2.35 \( g_0a_G \) is the character of a representation of \( G \), the claim follows.

Theorem 2.39. Let \( H \leq G \) be a subgroup corresponding to the subextension \( K'/K \), and let \( d_{K'/K} \) be its the discriminant. Then
\[
a_G|_H = \lambda r_H + f_{K'/K} \cdot a_H
\]
where \( \lambda = v_K(d_{K'/K}) \).

Proof. See [Ser79].

Corollary 2.40. With the same notations of the theorem above, let \( \psi \) be a character of \( H \) and let \( \psi^* \) be the induced character on \( G \). Then
\[
f(\psi^*) = v_K(d_{K'/K})\psi(1) + f_{K'/K}f(\psi)
\]

Proof. We have
\[
f(\psi^*) = (\psi^*, a_G) = (\psi, a_G|_H)
\]
by Frobenius reciprocity. By the previous theorem,
\[
(\psi, a_G|_H) = \lambda(\psi, r_H) + f_{K'/K}(\psi, a_H) = \lambda\psi(1) + f_{K'/K}f(\psi)
\]

To define the Artin conductor of a Galois representation, we proceed in the following way. Let \( \rho: G_{\mathbb{Q}} \rightarrow \text{GL}_n(\mathbb{C}) \) be a complex Galois representation, let \( F := \overline{\mathbb{Q}}^{\text{sep} \rho} \). We will continue to call \( \rho \) the corresponding faithful representation of \( G = \text{Gal}(F/\mathbb{Q}) \) and \( \chi \) its character. Now let \( p \in \mathbb{Z} \) be a prime. For every prime \( p \subseteq F \) lying over \( p \), \( F_p/\mathbb{Q}_p \) is a Galois extension of local fields whose Galois group is isomorphic to the decomposition group of \( p \) over \( p \). Therefore for each of such primes we can define a corresponding function \( a_p := a_{\text{Gal}(F_p/\mathbb{Q}_p)} \). Now extend this function to all \( G \) by setting \( a_p(\sigma) = 0 \) for all \( \sigma \notin D_p \). Then define
\[
a_p := \sum_{p|p} a_p
\]
One checks that \( a_p = \text{Ind}(a_p) \) for any choice of a prime \( p \) lying over \( p \). Therefore \( a_p \) is the character of a representation of \( G \).

Definition 2.41. The representation whose character is \( a_p \) is called Artin representation of \( G \) attached to \( p \).

For every rational prime \( p \), set \( f(\chi, p) := (\chi, a_p) = f(\chi|_{D_p}) \) where the equality comes from Frobenius reciprocity. The (integral) ideal
\[
f(\chi) = \prod_p p^{f(\chi, p)}
\]
is called Artin conductor of \( \rho \).
If \( p \) is unramified in \( F \) then \( f(\chi, p) = 0 \) (this follows easily by the definition of \( a_p \)). Conversely, if \( p \) ramifies in \( F \) then the definition of \( f(\chi|D_p) \) implies that such an integer is \( \geq 1 \). This fact, with remark 2.17, explains in which sense does the conductor “measure” the ramification of \( \rho \).

**Theorem 2.42.** Let \( H \leq G \) be a subgroup corresponding to the subextension \( K'/K \).

i) If \( \chi' \) is the character of another representation \( \rho' \) of \( G \), then

\[
f(\chi + \chi') = f(\chi)f(\chi')
\]

ii) For every character \( \psi \) of \( H \) we have

\[
f(\psi^*, L/K) = d_{K'/K}^{\phi(1)} \cdot N_{K'/K}(f(\psi, L/K'))
\]

iii) If \( K'/K \) is Galois and \( \psi \) is a character of \( G/H \) we have

\[
f(\psi, L/K) = f(\psi, K'/K)
\]

*Proof.*

The proof immediate: i) follows from the linearity of the inner product of characters, ii) can be deduced easily by corollary 2.40 and iii) is just Frobenius reciprocity.

Now, if we apply ii) to the case \( H = \{1\} \) we find that \( \psi^* = r_G \), the character of the regular representation of \( G \). So since obviously \( f(\psi, L/L) = 1 \) applying ii) of the previous theorem we get

\[
f(r_G, L/K) = d_{L/K}
\]

If we decompose \( r_G \) as \( r_G = \sum \chi(1)\chi \) where \( \chi \) runs over all irreducible characters of \( G \), we find the “Fuhrerdiskriminantenproduktformel” of Artin and Hasse:

\[
d_{L/K} = \prod \chi f(\chi)^{\chi(1)}
\]

which in particular tells us that the Artin conductor of any representation of \( G \) divides the discriminant of \( L/K \).

To end the section, we define an “absolute” version of the ramification groups.

**Definition 2.43.** Let \( p \) be a finite prime of \( \mathbb{Q} \) and \( u \in \mathbb{R} \) s.t. \( u \geq -1 \). The **ramification groups** are given by

\[
G_{p,u} = \text{Gal}_u(\overline{\mathbb{Q}}_p/\mathbb{Q}_p) := \{ \sigma \in \text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p) : v_p(x^\sigma - x) \geq u + 1 \forall x \in \mathbb{Z}_p \}
\]

It’s clear that \( G_{p,-1} = G_p \) while \( G_{p,0} \) is the absolute inertia group over \( p \).

**Definition 2.44.** The group \( G_{p,1} \) is called **wild inertia group**. Let \( \rho \) be Galois representation ramified at \( p \). If \( \rho \) is trivial on \( G_{p,1} \) we say that it’s **tamely ramified**, otherwise we say that it’s **wildly ramified**. The group \( G_{p,0}/G_{p,1} \) is called **tame inertia group**.
In terms of subextensions we have that \( G_{p,0} \) is the Galois group of \( \mathbb{Q}_p/\mathbb{Q}_{ur}^p \), where \( \mathbb{Q}_{ur}^p \) is the maximal unramified extension of \( \mathbb{Q}_p \), while \( G_{p,1} \) is the Galois group of \( \mathbb{Q}_p/Q_p^k \) where \( Q_p^k \) is the maximal tamely ramified extension of \( \mathbb{Q}_p \). It follows that \( G_{p,0}/G_{p,1} \) is the Galois group of the extension \( Q_p^k/\mathbb{Q}_{ur}^p \). The wild inertia group is the pro-\( p \) Sylow subgroup of \( G_{p,0} \) and there is an isomorphism

\[
G_{p,0}/G_{p,1} \cong \prod_{l \neq p} \mathbb{Z}_l
\]

Again one can see that \( G_{p,i} = \lim_{\leftarrow K} G^K_{p,i} \) where \( K \) runs over all finite extensions of \( \mathbb{Q}_p \) and \( G^K_{p,i} \) is the \( i \)-th ramification groups of the extension \( K/\mathbb{Q}_p \). By remark 2.4, there are surjective maps \( G_{p,i} \rightarrow G^K_{p,i} \) for each \( i, K \). Now let \( \rho: G_Q \rightarrow \text{GL}_n(\mathbb{C}) \) be a Galois representation with \( \text{ker} \rho = Q_{\text{ker} \rho} \). Fix a prime \( p \in \mathbb{Z} \) and a prime \( p \subset \mathcal{O}_K \) lying above \( p \). One can show that the ramification group \( G^K_{p,1} \) is the \( p \)-Sylow subgroup of \( \text{Gal}(K/Q_p) \). Therefore we have that \( \rho \) is tamely ramified at \( p \) if and only if \( (|\rho(I_p)|, p) = 1 \).
Chapter 3

Correspondence between modular forms and Galois representations

We will construct a bijection between the set of normalized eigenforms in $M_k(N, \chi)$ and a certain class of Galois representations. This is done by looking at the Artin $L$-function associated to such representations. In fact we will see that there is a deep symmetry between those $L$-function and the ones associated to eigenforms. This symmetry is exactly what allows us to pass from modular forms to Galois representation and viceversa.

3.1 Artin L-functions

We start briefly recalling some basic facts about Dirichlet series and Euler product.

A Dirichlet series is a series of the form $\sum_{n \in \mathbb{N}} f(n) n^s$, where $f : \mathbb{N} \rightarrow \mathbb{C}$ is any function and $s$ is a complex variable.

**Proposition 3.1.** Let $g(s) = \sum_{n \in \mathbb{N}} \frac{f(n)}{n^s}$ be a Dirichlet series that doesn’t diverge for all $s \in \mathbb{C}$ nor converge for all $s \in \mathbb{C}$. Then there exists two real numbers $\sigma_c$ and $\sigma_a$, called respectively *abcissa of convergence* and *abcissa of absolute convergence* s.t.

i) $g(s)$ converges for all $s \in \mathbb{C}$ with $\Re(s) > \sigma_c$;

ii) $g(s)$ converges absolutely for all $s \in \mathbb{C}$ with $\Re(s) > \sigma_a$;

iii) $\sigma_c \leq \sigma_a$.

*Proof.* See [Apo76].

**Proposition 3.2.** Let $g(s) = \sum_{n \in \mathbb{N}} \frac{f(n)}{n^s}$ be a Dirichlet series s.t. $f(n)$ is a multiplicative function. Suppose $g(s)$ converges absolutely for $\Re(s) > \sigma_a$. Then we
can write
\[ g(s) = \prod_p \left( 1 + \frac{f(p)}{p^s} + \frac{f(p^2)}{p^{2s}} + \ldots \right) \quad \text{for } \Re(s) > \sigma_a \]

Moreover, if \( f(n) \) is completely multiplicative we get
\[ g(s) = \prod_p \left( \frac{1}{1 - f(p)p^{-s}} \right) \]

where \( p \) runs over all natural primes. Such products are called *Euler products*.

Now, theorem 1.47, tells us that we can associate to any \( f(\tau) = \sum_{n=1}^{+\infty} a_n q^n \in M_k(N, \chi) \) which is a normalized eigenform a Dirichlet series
\[ L(s, f) = \sum_{n=1}^{+\infty} a_n n^{-s} \]

that admits an Euler product at least in its region of absolute convergence. More precisely,

**Theorem 3.3.** Let \( f(q) = \sum_{n=1}^{+\infty} a_n q^n \in M_k(N, \chi) \). Then:

i) If \( f \) is a cusp form, then \( L(s, f) \) converges absolutely in the half plane \( \Re(s) > k/2 + 1 \). If \( f \) is not a cusp form, then \( L(s, f) \) converges absolutely in the half plane \( \Re(s) > k \).

ii) The following conditions are equivalent:
   a) \( f \) is a normalized eigenform;
   b) \( L(s, f) \) admits the following Euler product
   \[ L(s, f) = \prod_p \left( \frac{1}{1 - a_p p^{-s} + \chi(p)p^{k-1-2s}} \right) = \prod_{p \mid N} \left( \frac{1}{1 - a_p p^{-s}} \right) \prod_{p \nmid N} \left( \frac{1}{1 - a_p p^{-s} + \chi(p)p^{k-1-2s}} \right) \]

iii) If \( p \mid N \), then
   \[ |a_p| = \begin{cases} 0 & \text{if } p^2 \mid N \text{ and } \chi \text{ can be defined mod } N/p \\ p^{(k-1)/2} & \text{if } \chi \text{ cannot be defined mod } N/p \\ p^{k/2-1} & \text{if } p^2 \nmid N \text{ and } \chi \text{ can be defined mod } N/p \end{cases} \]

iv) Set \( \Lambda(s, f) := N^{s/2}(2\pi)^{-s}\Gamma(s)L(s, f) \). Such a function admits a meromorphic continuation to the whole complex plane. Its only possible poles are at \( s = 0, k \). Moreover, the following functional equation holds:
\[ \Lambda(k-s, f) = ci^k \Lambda(s, f) \]

where \( c \in \mathbb{C} \) is a constant.
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Proof. See [Li75].

Now let $\rho : G_\mathbb{Q} \to \text{GL}_n(\mathbb{C})$ be a Galois representation. Our aim is to define an $L$-function attached to $\rho$ as a product of “local” factors corresponding to primes (finite and infinite) of $\mathbb{Q}$.\(^1\) Recall that we can think of $\rho$ as giving a $\mathbb{C}[G_\mathbb{Q}]$-module structure to a vector space $V \cong \mathbb{C}^n$. For a prime $p \in \mathbb{Z}$, set

$$L_p(s, \rho) := \det(I_n - p^{-s}\rho(Frob_p)|_{V^{I_p}})^{-1}$$

The terms involved have the following meanings:

- $p \subseteq \mathbb{Z}$ is any maximal ideal lying over $p$;
- $D_p$ is the absolute decomposition group of the ideal $p$ and $I_p$ is the inertia group. $\text{Frob}_p$ is any Frobenius element in $D_p$. If $\rho$ is unramified at $p$, the action of $I_p$ on $\mathbb{C}^n$ is trivial. Therefore $\rho(\text{Frob}_p)$ is well defined and $\rho(\text{Frob}_p)|_{V^{I_p}}$ is just $\rho(\text{Frob}_p)$. Moreover, if we choose another $p'$ lying over $p$, then the Frobenius changes by conjugacy. So if $\sigma \in G_\mathbb{Q}$ is s.t. $p^\sigma = p'$, then $\text{Frob}_{p'} = \sigma^{-1}\text{Frob}_p\sigma$, so that

$$\rho(\text{Frob}_{p'}) = \rho(\sigma)^{-1}\rho(\text{Frob}_p)\rho(\sigma)$$

and then clearly

$$\det(I_n - p^{-s}\rho(\text{Frob}_p)) = \det(I_n - p^{-s}\rho(\text{Frob}_{p'}))$$

So the choice of $p$ and $\text{Frob}_p$ does not matter for unramified primes. When $\rho$ is ramified in $\rho$, by definition the action of $I_p$ is not trivial on $\mathbb{C}^n$. Therefore we have a pointwise fixed subspace

$$V^{I_p} = \{v \in \mathbb{C}^n : \rho(\sigma)v = v \quad \forall \quad \sigma \in I_p\}$$

If we choose any $\text{Frob}_p \in D_p$, such an element is defined just up to some element in the inertia, but its action on $V^{I_p}$ is well-defined. Therefore it makes sense to consider the restriction of $\rho(\text{Frob}_p)$ to $V^{I_p}$. Now if we choose another $p'$ lying over $p$ we have that $I_{p'} = \tau^{-1}I_p\tau$ for some $\tau \in G_\mathbb{Q}$. We claim that the effect on the (pointwise) fixed subspace is that

$$V^{I_{p'}} = \rho(\tau^{-1})V^{I_p}$$

In fact, if $\rho(\tau^{-1})v \in \rho(\tau^{-1})V^{I_p}$, then for all $\tau^{-1}\sigma\tau \in I_{p'}$ we have

$$(\rho(\tau^{-1})\rho(\sigma))\rho(\tau)(\rho(\tau^{-1})v) = \rho(\tau^{-1})v$$

an we have the $\supseteq$ inclusion. Conversely, if $v \in V^{I_{p'}}$ then by definition $\rho(\tau^{-1}\sigma\tau)v = v$, which means that $\rho(\sigma)\rho(\tau)v = \rho(\tau)v$, namely that $\rho(\tau)v \in V^{I_p}$ and we’re done.

This tells us that $V^{I_p}$ and $V^{I_{p'}}$ have the same dimension and of course the matrices $\rho(\text{Frob}_p)|_{V^{I_p}}$ and $\rho(\text{Frob}_{p'})|_{V^{I_{p'}}}$ have the same eigenvalues, so that our definition is again well-posed.

\(^1\)We underline the distinction between finite and infinite primes because even if $\mathbb{Q}$ has only one infinite prime, this construction of the Artin $L$-function can be generalized in a pretty obvious way for any continuous representation $\rho : \text{Gal}(\overline{\mathbb{Q}}/K) \to \text{GL}_n(\mathbb{C})$ where $K$ is a number field, so that in some case we shall be dealing with different infinite primes, the ones of $K$.\)
Definition 3.4. The Artin L-function of a Galois representation \( \rho : G_{\mathbb{Q}} \to \text{GL}_n(\mathbb{C}) \) is defined as
\[
L(s, \rho) = \prod_p L_p(s, \rho)
\]
where \( p \) runs over all finite primes of \( \mathbb{Q} \).

Remarks 3.5.

1) The Euler product defining \( L(s, \rho) \) converges for \( \Re(s) > 1 \). This is because \( L(s, \rho) \) is bounded (in absolute value) up to a finite number of (holomorphic) factors by \( \zeta(s)^n \).

2) There is a more explicit description of \( L(s, \rho) \) using the logarithm. In fact, call \( \lambda_1(p), \ldots, \lambda_n(p) \) the eigenvalues of \( \rho(\text{Frob}_p) \) and notice that
\[
\det(I_n - p^{-s} \rho(\text{Frob}_p)) = \prod_{i=1}^{n} (1 - \lambda_i(p)p^{-s})
\]
Thus,
\[
\log(\det(I_n - p^{-s} \rho(\text{Frob}_p))^{-1}) = \log\left(\frac{1}{1 - \lambda_i(p)p^{-s}}\right) = \sum_{i=1}^{n} \sum_{m=1}^{+\infty} \frac{\lambda_i(p)}{mp^{ms}} = \sum_{m=1}^{+\infty} \frac{\text{Tr}(\text{Frob}_p^m)}{mp^{ms}}
\]
where if \( p \) is ramified with ramification index \( e \) in \( F = \mathbb{Q}^{\ker \rho} \), we set
\[
\text{Tr}(\text{Frob}_p^m) := \frac{1}{e} \sum_{\sigma \in \vartheta^{-1}(\text{Frob}_p^m)} \chi(\sigma)
\]
where \( \vartheta : D_p/I_p \xrightarrow{\sim} \text{Gal}(\mathbb{F}_p/\mathbb{F}_p) \) is the well-known isomorphism.

3) It’s easy to check that if \( \rho' : G_{\mathbb{Q}} \to \text{GL}_n(\mathbb{C}) \) is another Galois representation, then
\[
L(s, \rho \oplus \rho') = L(s, \rho)L(s, \rho')
\]
4) If \( 1 : G_{\mathbb{Q}} \to \mathbb{C}^* \) denotes the trivial representation, it’s clear that
\[
L(s, 1) = \zeta(s)
\]

The reason for introducing also factors for infinite primes is that the enlarged Artin L-function satisfies a certain functional equation. More precisely, we set
\[
\Lambda(s, \rho) := N^{s/2}(2\pi)^{-s} \Gamma(s)L(s, \rho)
\]
where \( N \) is the Artin conductor of \( \rho \). Recall that if \( \rho : G \to \text{GL}_n(\mathbb{C}) \) is any representation of a group \( G \), the dual representation or contragradient representation is the one given by
\[
\rho^* : G \to \text{GL}_n(\mathbb{C})
\]
\[
\sigma \mapsto \rho(\sigma^{-1})^T
\]
It’s clear that if \( \chi \) is the character of \( \rho \), then \( \overline{\chi} \) is the character of \( \rho^* \). Also, \( (\rho^*)^* = \rho \). The following fundamental result holds.
**Theorem 3.6.** If $\rho$ is a Galois representation, then:

i) the enlarged $L$-function $\Lambda(s, \rho)$ possesses a meromorphic continuation to the entire complex plane;

ii) the following functional equation holds:

$$\Lambda(1 - s, \rho) = W(\rho)\Lambda(s, \rho^*)$$

where $W(\rho)$ is a constant of absolute value 1 which is called Artin root number.

**Proof.** See [Mar77b].

One can show that the only possible poles of the meromorphic continuation of $\Lambda(s, \rho)$ are at $s = 0, 1$. Moreover, if $\rho$ doesn’t contain the unit representation then this analytic continuation is holomorphic at $s = 0$, so the only interesting possible lack of holomorphy is at $s = 1$.

**Conjecture 3.7** (Artin conjecture). If $\rho: G_\mathbb{Q} \rightarrow \text{GL}_n(\mathbb{C})$ is a (nontrivial) irreducible Galois representation, then the meromorphic continuation of $\Lambda(s, \rho)$ is holomorphic on the whole complex plane.

The case $n = 1$ is known to be true. It has been proved recently that if $n = 2$ and $\rho$ is odd, then the Artin conjecture is true. The even case is still open.

### 3.2 The Deligne-Serre theorem

We are now ready to state and prove the main result, following [DS74].

**Theorem 3.8.** Let $N \in \mathbb{N}$, $\chi \in \hat{G}_N$ an odd Dirichlet character and let $0 \neq f = \sum_{n=0}^{+\infty} a_n q^n \in M_1(N, \chi)$ be a normalized eigenform for the Hecke operators $T_p$ such that $p \nmid N$. Then there exists a 2-dimensional complex Galois representation $\rho: G_\mathbb{Q} \rightarrow \text{GL}_2(\mathbb{C})$

that is unramified at all primes that do not divide $N$ and such that

$$\text{Tr}(\text{Frob}_p) = a_p \quad \text{and} \quad \text{det}(\text{Frob}_p) = \chi(p)$$

for all primes $p \nmid N$.

Such a representation is irreducible if and only if $f$ is a cusp form.

**Remarks 3.9.**

1) Thanks to theorem 2.24, the representation $\rho$ is unique up to isomorphism.

2) Clearly, $\det \rho = \chi$, identifying $\chi$ with the induced character on $\text{Gal}(\mathbb{Q}(\mu_N)/\mathbb{Q})$ (see example 2.18).

3) Let $c \in G_\mathbb{Q}$ be a complex conjugation. Previous point implies that $\det \rho(c) = -1$, namely $\rho$ is odd.
Theorem 3.10. Let \( f = \sum_{n=1}^{+\infty} a_n q^n \in S_1(N, \chi) \) be a normalized newform. Let \( \rho \) be the corresponding Galois representation given by theorem 3.8. Then

i) the Artin conductor of \( \rho \) is equal to \( N \);

ii) the Artin \( L \)-function attached to \( \rho \) is
\[
L(\rho, s) = \sum_{n=1}^{+\infty} a_n n^{-s}.
\]

Before proving this theorem, we need a preliminary lemma.

Lemma 3.11. Let
\[
G(s) = A^s \prod_p G_p(s) \quad H(s) = A^s \prod_p H_p(s)
\]
be two Euler products such that \( p \) runs over a finite set of primes, \( A \in \mathbb{C} \) is a constant and \( G_p(s), H_p(s) = \prod_{j \in J_p} (1 - \alpha_{p,j} p^{-s})^{\pm 1} \), for some \( \alpha_{p,j} \in \mathbb{C} \) s.t. \( |\alpha_{p,j}| < p^{1/2} \). Suppose also that
\[
G(1 - s) = \omega H(s) \quad \text{for some } \omega \in \mathbb{C}^*.
\]

Then \( A = 1 \) and \( G_p(s) = H_p(s) = 1 \) for all \( p \).

Proof. If \( H_p(s) \) were not 1 for all \( p \), then the function \( H \) must have an infinite number of zeroes or poles of the form \( (\log \alpha_{p,j} + 2\pi in)/\log p \) with \( n \in \mathbb{Z} \). By the functional equation, those should be zeroes or poles also for \( G(1 - s) \), but this is impossible since the hypothesis \( |\alpha_{p,j}| < p^{1/2} \) ensures us that \( \alpha_{p,j} \neq p/\alpha_{p,k} \) for all \( p, k \).

Proof of the theorem. Recall that the following functional equation holds
\[
\Lambda(1 - s, f) = c \Lambda(s, \overline{f})
\]
where \( \Lambda(s, f) = N^{s/2} (2\pi)^{-s} \Gamma(s) L(s, f) \). Let \( M \) be the Artin conductor of \( \rho \). Then we have
\[
\Lambda(1 - s, \rho) = W(\rho) \Lambda(s, \rho^*)
\]
where \( \Lambda(s, \rho) = M^{s/2} (2\pi)^{-s} \Gamma(s) L(s, \rho) \) and \( W(\rho) \in \mathbb{C}^* \). Now set
\[
F(s) := A^s \frac{L(s, f)}{L(s, \rho)} \quad \overline{F}(s) := A^s \frac{L(s, \overline{f})}{L(s, \rho^*)}
\]
where \( A = (N/M)^{1/2} \). Combining the two functional equations, one has that
\[
F(1 - s) = \frac{ic}{W(\rho)} \overline{F}(s)
\]
By theorems 3.3 and 3.8, if \( p \) is a prime that does not divide \( N \) then the \( p \)-th terms in the Euler products of \( \Lambda(s, f) \) and \( \Lambda(s, \rho) \) coincide, so that \( F(s) = A^s \prod_{p \mid N} F_p(s) \)
where \( F_p(s) = \frac{(1-b_p p^{-s})(1-c_p p^{-s})}{1-a_p p^{-s}} \). Here \( b_p \) and \( c_p \) are the eigenvalues of \( \rho(\text{Frob}_p) \) suitably restricted to some subspace of \( \mathbb{C}^2 \) (as we already discussed) and \( p \) lies over \( p \); those numbers have absolute value 1 because \( \rho(\text{Frob}_p) \) has finite order.

The Fourier coefficients \( a_p \) respect the bounds stated in theorem 3.3 and therefore we’re allowed to apply the previous lemma and get the claim.
Corollary 3.12.

i) \( \rho \) is ramified at all primes dividing \( N \).

ii) \( L(\rho, s) \) has an analytic continuation to the entire complex plane (i.e. the Artin conjecture is true for \( \rho \)).

Proof. Part i) is immediate, part ii) is due to the fact that \( f \) is a normalized newform.

If \( f = \sum_{n=1}^{+\infty} a_n q^n \in S_1(N, \chi) \) is a normalized newform, then the Galois representation \( \rho \) attached to it by theorem 3.8 has the following properties:

a) \( \rho \) is irreducible;

b) \( \chi = \det \rho \) is odd;

c) for all continuous characters \( \chi: \mathbb{G}_Q \rightarrow \mathbb{C}^* \) the \( L \)-function \( L(\rho \otimes \chi, s) = \sum_{n=1}^{+\infty} \chi(n) a_n n^{-s} \) has an analytic continuation to the entire complex plane. This follows from the fact that for any 1-dimensional Galois representation \( \chi: \mathbb{G}_Q \rightarrow \mathbb{C}^* \), \( f \otimes \chi := \sum_{n=1}^{+\infty} \chi(n) a_n q^n \) is again a newform (possibly of different level) whose corresponding Galois representation is \( \rho \otimes \chi \).

Conversely, given a Galois representation satisfying those properties, we have the following

Theorem 3.13 (Weil-Langlands). Given \( \rho: \mathbb{G}_Q \rightarrow \text{GL}_2(\mathbb{C}) \) satisfying a),b),c) above with Artin conductor \( N \) and determinant \( \chi \), let \( L(\rho, s) = \sum_{n=1}^{+\infty} a_n n^{-s} \) be its Artin \( L \)-function. Then \( f = \sum_{n=1}^{+\infty} a_n q^n \) is a normalized newform lying in \( S_1(N, \chi) \).

Such a theorem realizes a bijection between the set of (isomorphism classes of) complex Galois representations of conductor \( N \) satisfying a),b) and c) above and the set of normalized newforms on \( S_1(N, \chi) \). In fact, it’s clear that the maps constructed by theorem 3.8 and by Weil-Langlands theorem are inverse one of each other, basically because the eigenspaces of \( M_k(N, \chi) \) are at most 1-dimensional. Point c) is the Artin conjecture for the representation \( \rho \otimes \chi \). Since \( \rho \) is 2-dimensional, \( \det(\rho \otimes \chi) = \det(\rho) \chi^2 \) and therefore if \( \rho \) is odd, so is \( \rho \otimes \chi \). A recent work of Khare and Wintenberger on Serre’s modularity conjecture has shown that the Artin conjecture for odd, 2-dimensional representations is true. This amounts to say that we have a bijection between the set of (isomorphism classes of) complex, 2-dimensional, irreducible, odd Galois representations of conductor \( N \) and the set of normalized newforms on \( S_1(N, \chi) \).
3.3 The proof of the Deligne-Serre theorem

3.3.1 Step 1: Application of a result by Rankin to weight 1 modular forms

**Proposition 3.14.** Let \( f \in S_k(N, \chi) \). Suppose \( f \) is an normalized eigenform for the \( T_p \) operator with \( p \nmid N \). Then the series \( \sum_{p \nmid N} |a_p|^2 p^{-s} \) converges for all \( s \in \mathbb{R} \) such that \( s > k \), and we have

\[
\sum_{p \nmid N} |a_p|^2 p^{-s} \leq \log \left( \frac{1}{s - k} \right) + O(1) \text{ as } s \to k
\]

**Proof.** Clearly we can assume that \( f = \sum_{n=1}^{+\infty} a_n q^n \) is a newform. For all \( p \nmid N \), let \( \varphi_p \in GL_2(\mathbb{C}) \) be s.t. \( \text{Tr}(\varphi_p) = a_p \) and \( \det(\varphi_p) = \chi(p)p^{k-1}/2 \). Then we know by theorem 3.3 that the Dirichlet series \( L(s, f) = \sum_{n=1}^{\infty} a_n/n^s \) admits the Euler product

\[
L(s, f) = \prod_{p \nmid N} (1 - a_p p^{-s})^{-1} \prod_{p \mid N} \det(I_2 - \varphi_p p^{-s})^{-1}
\]

Now let \( F(s) = \prod_{p \nmid N} \det(I_2 - \varphi_p \otimes \bar{\varphi_p} p^{-s})^{-1} \). If we denote by \( \lambda_p, \mu_p \) the eigenvalues of \( \varphi_p \), it follows easily that

\[
F(s) = \prod_{p \nmid N} (1 - \lambda_p \bar{\lambda_p} p^{-s})^{-1}(1 - \lambda_p \bar{\mu_p} p^{-s})^{-1}(1 - \mu_p \bar{\lambda_p} p^{-s})^{-1}(1 - \mu_p \bar{\mu_p} p^{-s})^{-1}
\]

By the formula \( \lambda_p \bar{\lambda_p} \mu_p \bar{\mu_p} = |\det(\varphi_p)|^2 = p^{2k-2} \) one can prove by a little calculation that

\[
F(s) = H(s)\zeta(2s - 2k + 2) \left( \sum_{n=1}^{+\infty} |a_n|n^{-s} \right)
\]

where \( H(s) = \prod_{p \mid N} (1 - p^{-2s+2k-2})(1 - |a_p|^2 p^{-s}) \). Rankin’s proved in [Ran39] that the series \( \sum_{n=1}^{+\infty} |a_n|^2 n^{-s} \) converges for \( \Re(s) > k \) and its product with \( \zeta(2s - 2k + 2) \) can be extended to a meromorphic function on the entire complex plane with a pole at \( s = k \). Since by 3.3 we have that \( |a_p| < p^{k/2} \) when \( p \mid N \), the function \( F(s) \) is clearly holomorphic on \( \mathbb{C} \) and \( \neq 0 \) in \( \Re(s) \geq k \). Therefore \( F(s) \) is meromorphic on \( \mathbb{C} \) and holomorphic for \( \Re(s) \geq k \), except for a simple pole in \( s = k \); moreover \( F(s) \neq 0 \) for \( \Re(s) > k \) because none of its factors vanish. Now set

\[
g_m(s) = \sum_{p \mid N} \left( \frac{\text{Tr}(\varphi_p^m)}{mp^ms} \right)^2 \quad G(s) = \sum_{m=1}^{+\infty} g_m(s)
\]

\(^2\text{This is always possible: it is enough to find } \lambda_p, \mu_p \in \mathbb{C} \text{ s.t. } \lambda_p + \mu_p = a_p \text{ and } \lambda_p \mu_p = \chi(p)p^{k-1}.\)
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We claim that for $|s|$ big enough, $G(s) = \log F(s)$. In fact,

$$
\log F(s) = - \left( \sum_{p\nmid N} \log(I_2 - \lambda_p \alpha p^{-s}) + \log(I_2 - \mu_p \alpha p^{-s}) + \log(I_2 - \lambda_p \mu p^{-s}) + \log(I_2 - \mu_p \mu p^{-s}) \right)
$$

and using the expansion in power series of the logarithm one gets

$$
\sum_{p\nmid N} \sum_{m=1}^{+\infty} \left( (\lambda_p \alpha p^m) + (\mu_p \alpha p^m) + (\lambda_p \mu p^m) + (\mu_p \mu p^m) \right) \frac{1}{mp^s} = \sum_{p\nmid N} \sum_{m=1}^{+\infty} g_m(s)
$$

since $\text{Tr}(\phi^m) = \lambda^m + \mu^m$. Now, $F(s)$ is holomorphic and nonzero for $\Re(s) > k$.

Recall the following

**Lemma 3.15** (Landau). Let $f(s) = \sum_{n=1}^{+\infty} a_n n^{-s}$ be a Dirichlet series with real coefficients $a_n \geq 0$. Suppose that for some $\sigma_0 \in \mathbb{R}$, $f(s)$ converges for all $s$ such that $\Re(s) > \sigma_0$. If $f(s)$ extends to a holomorphic function in a neighborhood of $s = \sigma_0$, then $f(s)$ converges for $\Re(s) > \sigma_0 - \varepsilon$ for some $\varepsilon > 0$.

This lemma applied to $G(s)$ shows that $G(s)$ converges for $\Re(s) > k$. Since $L(s)$ has a simple pole in $s = k$, we get easily that

$$
G(s) = \log \left( \frac{1}{s-k} \right) + O(1) \text{ for } s \to k
$$

The claim easily follows from the fact that

$$
\sum_{p\nmid N} |a_p|^2 p^{-s} = g_1(s) \leq G(s)
$$

Before applying the above result to weight 1 modular forms, let’s state the following

**Definition 3.16.** Let $\mathcal{P}$ the set of natural primes and $X \subseteq \mathcal{P}$. The upper density of $X$ is given by

$$
\text{dens sup } X = \limsup_{s \to 1, s > 1} \frac{\sum_{p \in X} p^{-s}}{\log(1/(s-1))}
$$

It’s a well-known fact that this value lies in $[0, 1]$.

**Proposition 3.17.** Let $f \in S_1(N, \chi)$ be an eigenform for the Hecke operator $T_p$ where $p \nmid N$. Then for every real $\eta > 0$, there exists $X_\eta \subseteq \mathcal{P}$, $Y_\eta \subseteq \mathbb{C}$ with $Y_\eta$ finite such that

$$
\text{dens sup } X_\eta \leq \eta \text{ and } a_p \in Y_\eta \text{ for all } p \nmid X_\eta
$$

*Proof.* By theorem 1.51, $a_p \in K \forall p$, where $K$ is a fixed number field. Now let $c \geq 0$ be a real constant. The set

$$
Y(c) = \{ \alpha \in \mathcal{O}_K : |\sigma(\alpha)|^2 \leq c \text{ for all embeddings } \sigma : K \to \mathbb{C} \}$$
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is finite. This is because if $\sigma_1, \ldots, \sigma_n$ are the embeddings of $K$ in $\mathbb{C}$, then for any $\alpha \in Y(c)$ of degree $m \in \mathbb{N}$, the $j$-th coefficient of the minimal polynomial $x^m + a_{m-1}x^{m-1} + \cdots + a_0$ of $\alpha$ over $\mathbb{Q}$ is given by

$$a_j = \sum_{i_1, \ldots, i_m \neq j, i_k \neq i_l \text{ for } k \neq l} \sigma_{i_1}(a) \cdots \sigma_{i_m}(a)$$

and therefore one has by the triangle inequality

$$|a_j| = \sum_{i_1, \ldots, i_m \neq j, i_k \neq i_l \text{ for } k \neq l} |\sigma_{i_1}(a)| \cdots |\sigma_{i_m}(a)| \leq \left( \frac{m}{m-j} \right)^c$$

Since the $a_j$'s are integers, this means that the minimal polynomials of the elements of $Y(c)$ are just a finite number, and hence $Y(c)$ must be finite. Now set

$$X(c) = \{ p \in \mathcal{P} : a_p \notin Y(c) \}$$

It will be enough to prove that $\text{densesup} X(c) \leq \eta$ for sufficiently large $c$. Again by theorem 1.51, we know that $\sigma_i(a_p)$ is an eigenvalue for $T_p$ for every embedding $\sigma_i$. Thanks to proposition 3.14 we have

$$\sum_{i=1}^n \sum_p |\sigma_i(a_p)|^2 p^{-s} \leq n \log \left( \frac{1}{s-1} \right) + O(1) \text{ for } s \to 1$$

Since $\sum_{i=1}^n |\sigma_i(a_p)|^2 \geq c$ for $p \in X(c)$, it’s easy to conclude that

$$c \sum_{p \in X(c)} p^{-s} \leq n \log \left( \frac{1}{s-1} \right) + O(1) \text{ for } s \to 1$$

and so $\text{densesup} X(c) \leq n/c$, implying that it’s enough to set $c \geq n/\eta$ to prove the claim.

3.3.2 Step 2: $l$-adic and mod $l$ representations

The key result we will use in our proof is the following, which is due to Deligne. For the proof and more details, see [Del71].

**Theorem 3.18.** Let $0 \neq f \in M_k(N, \chi)$, with $k \geq 2$. Suppose that $f$ is a normalized eigenform for all $T_p$ with $p \nmid N$. Let $K$ be a number field which contains all the $a_p$ and all the $\chi(p)$. Let $\lambda$ be a finite place of $K$ of residual characteristic $l$, and let $K_\lambda$ be the completion of $K$ with respect to it. Then there exists a semisimple Galois representation

$$\rho_\lambda : G_\mathbb{Q} \to \text{GL}_2(K_\lambda)$$

which is unramified at all primes that don’t divide $Nl$ and s.t.

$$\text{Tr}(\text{Frob}_p) = a_p \text{ and } \det(\text{Frob}_p) = \chi(p)p^{k-1} \text{ if } p \nmid Nl$$
Let an element $0$ See [DS74].

a discrete valuation ring

\[ b) \phi \text{ isomorphic to a representation } k \text{ over a finite field} \]

Proof. Lemma 3.22.

Theorem 3.20. Let $f \in M_k(N, \chi)$, $k \geq 1$, with coefficients in $K$. Suppose that $f$ is $\lambda$-integral but $f \not\equiv 0 \mod m_\lambda$ and that $f$ is an eigenform of $T_p$ modulo $m_\lambda$, for $p \nmid Nl$, with eigenvalues $a_\lambda \in k_\lambda$. Let $k_f$ be the subextension of $k_\lambda$ generated by the $a_\lambda$ and the $\chi(p)$ mod $m_\lambda$. Then there exists a semisimple representation

\[ \rho: G_Q \to \text{GL}_2(k_f) \]

unramified outside of $Nl$ and s.t. for all primes $p \nmid Nl$ one has

\[ \text{Tr}(\text{Frob}_p) = a_\lambda \text{ and } \det(\text{Frob}_p) \equiv \chi(p)p^{k-1} \mod m_\lambda \quad (**) \]

Before starting with the proof of this theorem, we state two preliminary lemmas.

Lemma 3.21. Let $M$ be a free module of finite rank over a discrete valuation ring $O$. Let $m \subseteq O$ be the maximal ideal, $k$ the residue field and $K$ the field of fractions of $O$. Let $T \subseteq \text{End}_O(M)$ be a set of endomorphisms which commute two by two. Let $f \in M/mM$ be a nonzero common eigenvector for all the $T \in T$, with eigenvalues $a_T$. Then there exist:

a) a discrete valuation ring $O' \supseteq O$ with maximal ideal $m'$ s.t. $m' \cap O = m$ and with field of fractions $K'$ s.t. $[K': K] < \infty$;

b) an element $0 \neq f' \in M' = O' \otimes_O M$ which is an eigenvector for all the $T \in T$ with eigenvalues $a_T' \equiv a_T \mod m'$.

Proof. See [DS74].

Lemma 3.22. Let $\varphi: G \to \text{GL}_n(k)$ be a semisimple representation of a group $G$ over a finite field $k$. Let $k' \subseteq k$ be a subfield s.t. the coefficients of the polynomials $\det(I_n - \varphi(\sigma)T)$, $\sigma \in G$ all lie in $k'$. Then $\varphi$ is realizable over $k'$, namely $\varphi$ is isomorphic to a representation $\varphi': G \to \text{GL}_n(k')$.

Proof. See [DS74].
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Proof of theorem 3.20. We are going to do three preliminary reductions.

a) Suppose that \((K', \lambda', f', k', \chi', (a'_p))\) is as in the hypothesis of the theorem with \(K \subseteq K'\) and \(\lambda' \mid \lambda\). Then if \(a_p \equiv a'_p \mod m_\lambda\) and \(\chi(p)p^{k-1} \equiv \chi'(p)p'^{k-1} \mod m_{\lambda'}\) for all \(p \nmid Nl\), it’s immediate to see that the theorem holds for \(f\) if and only if it holds for \(f'\). In particular, if \(f \equiv f' \mod \lambda', \chi = \chi'\) and \(k \equiv k' \mod (l-1)\), then the theorem for \(f\) and the theorem for \(f'\) are equivalent.

b) If \(n > 2\) is an even integer, let \(E_n\) be the Eisenstein series of weight \(n\) over \(\Gamma\) (see definition 1.12). If \(l-1 \mid n\) then one can show (see [SD73]) that \(E_n\) is \(l\)-integral and that \(E_n \equiv 1 \mod l\). This shows that \(fE_n \equiv f \mod \lambda\), and of course \(fE_n\) is a modular form of type \((k+n, \chi)\) on \(\Gamma_0(N)\). By our choice of \(n\), \(k+n \equiv k \mod (l-1)\) and so by reduction a) the theorem for \(f\) is equivalent to the theorem for \(fE_n\) which has weight \(> 2\).

c) It’s enough to show the theorem for \(f\) eigenform for the \(T_p, p \nmid Nl\). In fact, pick any \(f\) as in the hypothesis of the theorem. Now apply lemma 3.21 with \(M = \{ f \in M_k(N, \chi) : f\) has coefficient in \(O_\lambda\}\) and \(T = \{ T_p \}_{p \mid Nl}\). Then we can find some \(f' \in M\) which is equivalent to \(f\) modulo \(\lambda\) because of the lemma and such that \((k, \chi) = (k', \chi')\). Therefore we can apply again reduction a).

So from now on, let \(k \geq 2\) and \(f\) be an eigenform for the \(T_p, p \nmid Nl\). If \(l \nmid N\), since \(T_p\) and \(T_l\) commute we may as well suppose that \(f\) is an eigenvector for \(T_l\).

Now apply theorem 3.18 and construct a representation

\[ \rho_\lambda : G_\mathbb{Q} \rightarrow \text{GL}_2(K_\lambda) \]

By lemma 2.19, we can assume that the image of \(\rho_\lambda\) is contained in \(\text{GL}_2(\widehat{O_\lambda})\), where \(\widehat{O_\lambda}\) is the valuation ring of \(K_\lambda\). Now reduce such a representation modulo \(\lambda\) to get another representation

\[ \widetilde{\rho_\lambda} : G_\mathbb{Q} \rightarrow \text{GL}_2(k_\lambda) \]

To conclude the proof, let \(\varphi\) be the semisimplification of \(\widetilde{\rho_\lambda}\): this is a semisimple representation, unramified outside \(Nl\) and satisfying (**). The group \(\varphi(G_\mathbb{Q})\) is isomorphic to \(\text{Gal}(\overline{\mathbb{Q}}^{\text{bar}} / \mathbb{Q})\) and is finite: by Chebotarev density theorem we deduce that every element in \(\varphi(G_\mathbb{Q})\) is of the form \(\varphi(\text{Frob}_p)\), with \(p \cap Q = p\) and \(p \nmid Nl\). By the definition of \(k_f\), it follows directly that the polynomials \(\det(I_2 - \varphi(\sigma)T), \sigma \in G_\mathbb{Q}\) all lie in \(k_f\) and by applying lemma 3.22 we are done.

\[ \square \]

3.3.3 Step 3: A bound on the order of certain subgroups of \(\text{GL}_2(\mathbb{F}_l)\)

In this section, \(l \in \mathbb{Z}\) will denote a prime and \(\mathbb{F}_l = \mathbb{Z}/l\mathbb{Z}\). Let \(\eta, M\) be two positive real numbers, let \(G\) be a subgroup of \(\text{GL}_2(\mathbb{F}_l)\).

Definition 3.23. We say that \(G\) has the property \(C(\eta, M)\) if there exists a subset \(H \subseteq G\) s.t.

i) \(|H| \geq (1 - \eta)|G|\);

ii) \(|\{\det(1 - hT), h \in H\}| \leq M\).

We say that \(G\) is semisimple if the identical representation \(G \rightarrow \text{GL}_2(\mathbb{F}_l)\) is semisimple.
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**Proposition 3.24.** Let \( \eta < 1/2 \) and \( M \geq 0 \). Then there exists a constant \( A = A(\eta, M) \) s.t. for all primes \( l \) and all semisimple subgroups \( G \leq \text{GL}_2(\mathbb{F}_l) \) satisfying the \( C(\eta, M) \) property, we have \( |G| \leq A \).

**Proof.** Let \( G \leq \text{GL}_2(\mathbb{F}_l) \) be a semisimple subgroup. Then one of the following is true (cfr. [Ser72]):

a) \( \text{SL}_2(\mathbb{F}_l) \leq G \);

b) \( G \) is contained in some Cartan subgroup \( T \);

c) \( G \) is contained in the normalizer of some Cartan subgroup \( T \) and is not contained in \( T \);

d) the image of \( G \) in \( \text{PGL}_2(\mathbb{F}_l) \) is isomorphic to \( S_4, A_4 \) or \( A_5 \).

We will show that in each case we have an upper bound on \( |G| \). Recall that \( |\text{GL}_2(\mathbb{F}_l)| = (l^2-1)(l^2-l) \). This implies, by the fact that the determinant induces an exact sequence \( 0 \rightarrow \text{SL}_2(\mathbb{F}_l) \rightarrow \text{GL}_2(\mathbb{F}_l) \xrightarrow{\det} \mathbb{F}_l^* \rightarrow 0 \), that \( |\text{SL}_2(\mathbb{F}_l)| = l^3 - l \).

Now we can start to analyze the different cases.

a) Let \( r = (G: \text{SL}_2(\mathbb{F}_l)) \). Then \( |G| = r(l^3 - l) \). If we fix any characteristic polynomial, the number of elements of \( \text{GL}_2(\mathbb{F}_l) \) having that characteristic polynomial is \( l^2 + l^2 \) or \( l^2 - l \) depending if the polynomial has respectively 2,1 or 0 roots in \( \mathbb{F}_l \). Therefore if \( G \) satisfies \( C(\eta, M) \) in any case we have

\[
(1 - \eta)r(l^2 - l) = (1 - \eta)|G| \leq |H| \leq M(l^2 + l)
\]

implying

\[
(1 - \eta)r(l - 1) \leq M \implies l \leq 1 + \frac{M}{(1 - \eta)r} \leq 1 + \frac{M}{1 - \eta}
\]

Since we have a bound on \( t \), we have automatically a bound on \( |\text{GL}_2(\mathbb{F}_l)| \) and so also on \( |G| \).

b) Fixed a characteristic polynomial, no more than 2 elements of \( T \) can have it as characteristic polynomial. The fact that \( \eta < 1/2 \) implies easily that

\[
(1 - \eta)|G| \leq 2M \implies |G| \leq \frac{2M}{1 - \eta}
\]

c) The group \( G' = G \cap T \) has index 2 in \( G \). Therefore if \( G \) satisfy \( C(\eta, M) \) then we have

\[
(1 - \eta)|G| = (1 - \eta)2|G'| = (1 - 2\eta)|G'| + |G'| \leq |H|
\]

namely \((1 - 2\eta)|G'| \leq |H| - |G'|\). On the other hand, \(|H| - |G'| \leq |H \cap T|\), because the condition \( \eta < 1/2 \) ensures us that \( |H| \geq |G|/2 = |G'| \) so once we set \( H' \coloneqq H \cap T \) using point b) for \( G' \) we finally have

\[
|G| \leq \frac{4M}{1 - 2\eta}
\]

d) The image of \( G \) in \( \text{PGL}_2(\mathbb{F}_l) \) has order at most \( 60 = |A_5| \). Therefore \( G \cap \text{SL}_2(\mathbb{F}_l) \) has order at most 120, because for every element \( M \in \text{SL}_2(\mathbb{F}_l) \) the only multiple of \( M \) lying again in \( \text{SL}_2(\mathbb{F}_l) \) is \( -M \). Now, by the exactness of the sequence \( \text{SL}_2(\mathbb{F}_l) \rightarrow \text{GL}_2(\mathbb{F}_l) \rightarrow \mathbb{F}_l^* \) it follows that for any fixed determinant \( \beta \in \mathbb{F}_l^* \) there

\[
\text{SL}_2(\mathbb{F}_l) \rightarrow \text{GL}_2(\mathbb{F}_l) \rightarrow \mathbb{F}_l^* \rightarrow 0
\]
exist at most 120 matrices in \( G \) with determinant \( \beta \): in fact fixed such a matrix in \( G \) then only all its multiple by elements of \( \text{SL}_2(\mathbb{F}_l) \cap G \) have determinant \( \beta \). So in \( G \) there are also at most 120 elements with fixed characteristic polynomial. Then if \( G \) satisfies \( C(\eta, M) \) we have \((1 - \eta)|G| \leq 120M\), namely

\[
|G| \leq \frac{120M}{1 - \eta}
\]

The theorem is clearly proved choosing \( A \) as the maximum among the constants found in each case.

### 3.3.4 Step 4: Conclusion of the proof

Let \( f \) be as in the hypothesis of theorem 3.8. If \( f \) is an Eisenstein series, theorem 1.50 shows us immediately how to construct the desired rappresentation: \( f \) is uniquely associated to two Dirichlet characters that \( \psi, \varphi \) that (raised to modulo \( N \)’ have product \( \chi \). Hence the map

\[
\rho: G_\mathbb{Q} \to \text{GL}_2(\mathbb{C})
\]

\[
\sigma \mapsto \begin{pmatrix} \psi(\sigma) & 0 \\ 0 & \varphi(\sigma) \end{pmatrix}
\]

is a reducible representation with the desired properties, after having identified \( \psi \) and \( \varphi \) with characters of \( G_\mathbb{Q} \) as in example 2.18.

So from now on we suppose that \( f = \sum_{n=1}^{+\infty} a_n q^n \) is a cusp form. Let \( K \subseteq \mathbb{C} \) be a Galois number field containing the \( a_p \) and the \( \chi(p) \), for all primes \( p \). Let \( L \) be the set of rational primes that split completely in \( K \). For all \( l \in L \), fix a place \( \lambda_l \) of \( K \) extending \( l \). The residue field is of course isomorphic to \( \mathbb{F}_l \). By theorem 3.20, there exists a semisimple continuous representation

\[
\rho_l: G_\mathbb{Q} \to \text{GL}_2(\mathbb{F}_l)
\]

unramified outside of \( NL \) and s.t. \( \det(1 - \text{Frob}_p T) \equiv 1 - a_pT + \chi(p)T^2 \mod \lambda_l \) for all primes \( p \mid NL \). Now let \( G_l = \rho_l(G_\mathbb{Q}) \subseteq \text{GL}_2(\mathbb{F}_l) \).

**Lemma 3.25.** For all \( \eta > 0 \), there exists a constant \( M \) s.t. \( G_l \) satisfies \( C(\eta, M) \) for all \( l \in L \).

**Proof.** By proposition 3.17, there exists a subset \( X_\eta \subseteq \mathcal{P} \) s.t. \( \text{denssup} X_\eta \leq \eta \) and s.t. the set \( \{ a_p : p \notin X_\eta \} \) is finite. Now let \( \mathcal{M} = \{1 - a_pT + \chi(p)T^2 : p \notin X_\eta \} \) which is a finite set, and let \( M = |\cdot|_{\mathcal{M}} \). We claim that \( G_l \) satisfies \( C(\eta, M) \) for all \( l \in L \). In fact, \( G_l \cong \mathbb{Q}^{\text{ker} \rho} \cong \text{Gal}(F/\mathbb{Q}) = G \) for some Galois number field \( F \) because of the continuity of \( \rho_l \). Now let \( H = \{ \sigma^{-1} \text{Frob}_p \sigma : \sigma \in G, \ p \mid p \} \subseteq G \) and \( H_l \subseteq G_l \) be its image under the isomorphism \( G \to G_l \). By Chebotarev density theorem, \(|H| \geq (1 - \eta)|G|\), so that \(|H_l| \geq (1 - \eta)|G_l|\). On the other hand, if \( h \in H_l \) then by construction the polynomial \( \det(1 - hT) \) is the reduction modulo \( \lambda_l \) of an element in \( \mathcal{M} \) and therefore it lies in a set that contains at most \( M \) elements. Hence \( G_l \) satisfies \( C(\eta, M) \).

**Corollary 3.26.** If \( \eta < 1/2 \), there exists an absolute constant \( A = A(\eta, M) \) s.t. \(|G_l| \leq A \) for all \( l \in L \).
Proof. This follows directly from proposition 3.24 together with the fact that obviously $G_l$ is semisimple being $\rho_l$ a semisimple representation.

So now fix a constant $A$ as in the above corollary. Up to replacing $K$ with a bigger number field (reducing $L$ consequently), we may well suppose that $K$ contains all $n$-th roots of unity for all $n \leq A$. Let

$$Y = \{(1 - \alpha T)(1 - \beta T) : \alpha, \beta \text{ are roots of unity of order } \leq A\}$$

It’s clear that by construction if $p \nmid N$, then for all $l \in L$ with $l \neq p$ there exists $R(T) \in Y$ s.t.

$$1 - a_p T + \chi(p) T^2 \equiv R(T) \mod \lambda_l$$

Since $Y$ is finite and $L$ is infinite, there must exist some $R(T)$ s.t. the above congruence is satisfied for an infinite number of $l$’s. This implies that such a congruence has to be an equality, namely that the polynomials $1 - a_p T + \chi T^2$ all lie in $Y$. Now let

$$L' = \{l \in L : l > A, R,S \in Y, R \neq S \implies R \neq S \mod \lambda_l\}$$

Since $L \setminus L'$ is finite, $L'$ is infinite. Choose $l \in L'$. Since $|G_l| < A$ and $A < l$, it follows that $(|G_l|, l) = 1$ and therefore the identical representation $G_l \to \GL_2(\mathbb{F}_l)$ is the reduction modulo $\lambda_l$ of a representation $G_l \to \GL_2(\mathcal{O}_{\lambda_l})$, where $\mathcal{O}_{\lambda_l}$ is the valuation ring of $\lambda_l$ in $K$, namely we have a commutative diagram

$$
\begin{array}{ccc}
G_l & \longrightarrow & \GL_2(\mathcal{O}_{\lambda_l}) \\
\downarrow & & \downarrow \\
\GL_2(\mathbb{F}_l) & & \\
\end{array}
$$

Composing the representation $G_l \to \GL_2(\mathcal{O}_{\lambda_l})$ with the projection $G_Q \to G_l$ we get a representation $\rho: G_Q \to \GL_2(\mathcal{O}_{\lambda_l})$ which by construction is unramified outside $NL$. If $p \nmid NL$, the eigenvalues of $\rho(\text{Frob}_p)$ are roots of unity of order $\leq A$, because $\rho(G_Q) \cong G_l$ and $|G_l| \leq A$. Therefore $\det(I_2 - \rho(\text{Frob}_p) T) \in Y$. On the other hand, again by construction one has that

$$\det(I_2 - \rho(\text{Frob}_p) T) \equiv 1 - a_p T + \chi(p) T^2 \mod \lambda_l$$

But we have seen above that $1 - a_p T + \chi(p) T^2 \in Y$ and since $l \in L'$ the last congruence is an equality. Now repeat the same construction by choosing another $l' \in L'$. What we find is a second representation $\rho': G_Q \to \GL_2(\mathcal{O}_{\lambda_{l'}})$ which has the same properties as $\rho$ but for $p \nmid Nl'$. This implies that

$$\det(I_2 - \rho(\text{Frob}_p) T) = \det(I_2 - \rho'(\text{Frob}_p) T) \quad \forall p \nmid Nl'$$

By theorem 2.24 it follows easily that $\rho$ and $\rho'$ are isomorphic as representation over $\GL_2(K)$ and so they are isomorphic also as complex representations. Moreover, since $\rho$ is unramified at $l'$ and symmetrically $\rho'$ is unramified at $l$, then both $\rho$ and $\rho'$ are unramified outside $N$. Finally, by construction we clearly have that

$$\det(I_2 - \rho(\text{Frob}_p) T) = 1 - a_p T + \chi(p) T^2 \quad \forall p \nmid N$$
The last thing we have to show is that $\rho$ is irreducible. Suppose it is not. Then there exist two 1-dimensional representations $\chi_1, \chi_2 : G_\mathbb{Q} \to \mathbb{C}^\ast$ s.t. $\rho \cong \chi_1 \oplus \chi_2$, so that $\chi = \chi_1 \chi_2$, $a_p = \chi_1(p) + \chi_2(p)$ for $p \nmid N$ and both $\chi_i$'s are unramified outside $N$. Then we have

$$\sum |a_p|^2 p^{-s} = 2 \sum p^{-s} + \sum \chi_1(p)\overline{\chi_2(p)} p^{-s} + \sum \overline{\chi_1(p)}\chi_2(p) p^{-s}$$

It’s a well-known fact that as $s \to 1^+$, $\sum p^{-s} = \log \left( \frac{1}{s-1} \right) + O(1)$. On the other hand, $\chi_1 \overline{\chi}_2 \neq 1$ because otherwise we would have $\chi = \chi_1^2$ and so $\chi(-1) = 1$. Hence,

$$\sum \chi_1(p)\overline{\chi_2(p)} p^{-s} = O(1) = \sum \overline{\chi_1(p)}\chi_2(p) p^{-s}$$

and so

$$\sum |a_p|^2 p^{-s} = 2 \log \left( \frac{1}{s-1} \right) + O(1)$$

which is in contradiction with proposition 3.14.
Chapter 4

The dimension of $S_1^+(N, \chi)$

One of the applications of the Deligne-Serre theorem is a way to compute the dimension of the space $S_1^+(N, \chi)$. In fact, this can be done by counting isomorphism classes of irreducible 2-dimensional complex Galois representations with conductor $N$ and determinant $\chi$. The aim of this chapter is to illustrate this technique in a particular case, namely the case where $N$ is prime. The method starts from a characterization of the projective images of linear representations.

4.1 Projective Galois representations

Definition 4.1. A projective Galois representation is a continuous homomorphism $\bar{\rho}: G_{\mathbb{Q}} \to \text{PGL}_n(\mathbb{C})$.

Such an homomorphism must have finite image. In fact, if there would exist an open neighborhood of the identity of $\text{PGL}_n(\mathbb{C})$ containing a nontrivial subgroup, then the preimage in $\text{GL}_n(\mathbb{C})$ of such a neighborhood would be an open neighborhood of the identity in $\text{GL}_n(\mathbb{C})$ containing a nontrivial subgroup, too and this is impossible by theorem 2.15.

It is clear that every complex Galois representation gives rise to a projective representation just by composing with the projection $\pi: \text{GL}_n(\mathbb{C}) \to \text{PGL}_n(\mathbb{C})$. Conversely, one could ask whether given a projective Galois representation $\bar{\rho}$, there exist a Galois representation $\rho$ such that $\bar{\rho} = \pi \circ \rho$.

Definition 4.2. Let $\bar{\rho}: G_{\mathbb{Q}} \to \text{PGL}_n(\mathbb{C})$ be a projective Galois representation. A lifting of $\bar{\rho}$ is a Galois representation $\rho: G_{\mathbb{Q}} \to \text{GL}_n(\mathbb{C})$ such that the following diagram

\[
\begin{array}{ccc}
G_{\mathbb{Q}} & \xrightarrow{\rho} & \text{GL}_n(\mathbb{C}) \\
\downarrow{\bar{\rho}} & & \downarrow{\pi} \\
\text{PGL}_n(\mathbb{C}) & & 
\end{array}
\]

commutes.

Remark 4.3. Let $\rho$ be a lifting of $\bar{\rho}$. Then for any 1-dimensional Galois representation $\chi: G_{\mathbb{Q}} \to \text{GL}_n(\mathbb{C})$, the representation $\rho \otimes \chi$ is a lifting of $\rho$, too. Indeed, for any $\sigma \in G_{\mathbb{Q}}$, $\rho(\sigma)$ and $(\rho \otimes \chi)(\sigma)$ differ for a nonzero constant, and so they
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map to the same element of the quotient \( \text{PGL}_n(\mathbb{C}) \).

Conversely, let \( \rho \) and \( \rho' \) be two liftings of \( \overline{\rho} \). Then it is clear that \( \rho' = \rho \otimes \chi \) for some 1-dimensional representation \( \chi \).

The reason why is useful to look at projectivizations of 2-dimensional Galois representation is that \( \text{PGL}_2(\mathbb{C}) \) contains up to isomorphism just a few number of finite subgroups, which are classified by the following

**Theorem 4.4.** Let \( G \subseteq \text{PGL}_2(\mathbb{C}) \) be a finite subgroup. Then \( G \) is either

- cyclic;
- isomorphic to the dihedral group \( D_{2n} \);
- isomorphic to \( S_4 \) or \( A_4 \);
- isomorphic to \( A_5 \).

**Proof.** See [Ser72].

**Corollary 4.5.** Let \( \rho: \mathcal{C} \to \text{GL}_2(\mathbb{C}) \) be a Galois representation and \( \overline{\rho}: \mathcal{C} \to \text{PGL}_2(\mathbb{C}) \) its projectivization. Then \( \rho \) is reducible if and only if \( \rho(G_\mathcal{C}) \) is cyclic.

**Proof.** If \( \rho \) is reducible then \( \rho(\sigma) = \begin{pmatrix} \rho_1(\sigma) & 0 \\ 0 & \rho_2(\sigma) \end{pmatrix} \) for some 1-dimensional representations \( \rho_1 \) and \( \rho_2 \). So for every \( \sigma \in G_\mathcal{C} \) we have that

\[
\overline{\rho}(\sigma) \equiv \begin{pmatrix} \rho_1(\sigma)\rho_2^{-1}(\sigma) & 0 \\ 0 & 1 \end{pmatrix} \mod \mathbb{C}^*
\]

By theorem 4.4 the group \( \overline{\rho}(G_\mathcal{C}) \) is either cyclic or isomorphic to \( D_4 \). The latter case is however impossible, since clearly \( \overline{\rho}(G_\mathcal{C}) \) can contain at most 1 element of period 2.

Conversely, if \( \overline{\rho}(G_\mathcal{C}) \) is cyclic, in particular it is abelian. Then also \( \rho(G_\mathcal{C}) \) is abelian because \( \mathbb{C}^* \cap \rho(G_\mathcal{C}) \) is contained in the center of \( \rho(G_\mathcal{C}) \). Now let \( F = \mathcal{C}/\ker \rho \) and consider \( \rho \) as a faithful representation of the finite group \( G = \text{Gal}(F/\mathcal{C}) \). This implies that \( G \) is abelian, but the irreducible representations of an abelian group can be just 1-dimensional, and therefore \( \rho \) must be reducible as a representation of \( G \), and so also as a representation of \( G_\mathcal{C} \). \( \square \)

Of course the first natural problem is understanding when a projective representation admits a lifting. The answer is provided by the following theorem, which uses concepts from Galois cohomology. So note that with \( H^n(G, A) = Z^n(G, A)/B^n(G, A) \) we will denote the \( n \)-th Galois cohomology group of the \( G \)-module \( A \), where \( G \) is a group, \( A \) is an abelian group and the action of \( G \) on \( A \) is continuous with respect to the discrete topology on \( A \).

**Theorem 4.6.** Let \( \overline{\rho}: \mathcal{C} \to \text{PGL}_n(\mathbb{C}) \) be a continuous representation of the Galois group \( G_\mathcal{C} = \text{Gal}(\overline{\mathcal{C}}/\mathcal{C}) \), where \( K \) is a local or a global field. Then \( \overline{\rho} \) admits a lifting to a continuous representation \( \rho: G_\mathcal{C} \to \text{GL}_n(\mathbb{C}) \).

**Proof.** For each \( \sigma \in G_\mathcal{C} \) choose an element \( \alpha(\sigma) \in \text{GL}_n(\mathbb{C}) \) such that \( \alpha(\sigma) \equiv \overline{\rho}(\sigma) \mod \mathbb{C}^* \). Of course this is not necessarily an homomorphism of \( G_\mathcal{C} \) to \( \text{GL}_n(\mathbb{C}) \). However,

\[
\alpha(\sigma_1\sigma_2) \equiv \overline{\rho}(\sigma_1)\overline{\rho}(\sigma_2) = \alpha(\sigma_1)\alpha(\sigma_2) \mod \mathbb{C}^*
\]
and this implies that \( \alpha(\sigma_1)\alpha(\sigma_2)\alpha(\sigma_1\sigma_2)^{-1} \in \mathbb{C}^* \). So we have defined a map

\[
\xi: G_K \times G_K \to \mathbb{C}^*
\]

\[
(\sigma_1, \sigma_2) \mapsto \alpha(\sigma_1)\alpha(\sigma_2)\alpha(\sigma_1\sigma_2)^{-1}
\]

which is continuous. One checks directly that \( \xi \) is a also a 2-cocycle, namely that

\[
d_2(\xi)(\sigma_1, \sigma_2, \sigma_3) = \xi(\sigma_2, \sigma_3)\xi(\sigma_1\sigma_2, \sigma_3)^{-1}\xi(\sigma_1, \sigma_2\sigma_3)\xi(\sigma_1, \sigma_2)^{-1} = 1
\]

where the action of \( G_K \) on \( \mathbb{C}^* \) is trivial. So \( \xi \in Z^2(G_K; \mathbb{C}^*) \). Now, by the theorem of Tate proved by Serre in [Ser77b], the group \( H^2(G_K; \mathbb{C}^*) \) is trivial. Hence \( Z^2(G_K; \mathbb{C}^*) = B^2(G_K; \mathbb{C}^*) \) and \( \xi \) is a coboundary. This means that there exists a continuous map

\[
\beta: G_K \to \mathbb{C}^*
\]

such that \( \xi = d_1(\beta) \), i.e. such that \( \xi(\sigma_1, \sigma_2) = \beta(\sigma_1)\beta(\sigma_2)\beta(\sigma_1\sigma_2)^{-1}. \) Now define

\[
\rho: G_K \to GL_n(\mathbb{C})
\]

\[
\sigma \mapsto \beta(\sigma)^{-1}\alpha(\sigma)
\]

By construction, \( \rho \) is continuous and \( \rho(\sigma) \equiv p(\sigma) \mod \mathbb{C}^* \), so we only need to show that it is a homomorphism. For all \( \sigma_1, \sigma_2 \in G_K \), we have

\[
\rho(\sigma_1)\rho(\sigma_2) = \rho(\sigma_1)\rho(\sigma_2)\rho(\sigma_1\sigma_2)^{-1}\rho(\sigma_1\sigma_2) = \\
= \beta(\sigma_1)^{-1}\alpha(\sigma_1)\beta(\sigma_2)^{-1}\alpha(\sigma_2)\beta(\sigma_1\sigma_2)\alpha(\sigma_1\sigma_2)^{-1}\rho(\sigma_1\sigma_2) = \\
= [\beta(\sigma_1)\beta(\sigma_2)\beta(\sigma_1\sigma_2)^{-1}]^{-1}[\alpha(\sigma_1)\alpha(\sigma_2)\alpha(\sigma_1\sigma_2)^{-1}]\rho(\sigma_1\sigma_2) = \rho(\sigma_1\sigma_2)
\]

and we are done. \( \square \)

The following theorem shows how one can recover a global lifting starting from local ones.

**Theorem 4.7** (Tate). Let \( \overline{\rho}: G_{\mathbb{Q}} \to PGL_n(\mathbb{C}) \) be a projective Galois representation. For each prime \( p \in \mathbb{Z} \), let \( \overline{\rho}_p \) be a lifting of \( \overline{\rho}|_{D_p} \). Suppose that \( \overline{\rho}_p \) is unramified at \( p \) for almost all \( p \). Then there exists a unique lifting \( \rho \) of \( \overline{\rho} \) s.t.

\[
\rho|_{I_p} = \rho_p|_{I_p}
\]

for all \( p \).

**Proof.** Let \( \rho_1 \) be any lifting of \( \overline{\rho} \). For each \( p \), let \( \chi_p \) be a 1-dimensional representation of \( D_p \) s.t.

\[
\rho_p = \chi_p \otimes \rho_1|_{D_p}
\]

Clearly \( \chi_p \) is unramified for almost all \( p \), because so is \( \rho_p \). By (local) class field theory we can consider \( \chi_p \) as a character of \( \mathbb{Q}_p^* \). Doing that for all \( p \) we can find an idele class character \( \chi \) of \( \mathbb{Q} \) s.t. \( \chi|_{\mathbb{Z}_p^*} = \chi_p|_{\mathbb{Z}_p^*} \) for all \( p \). Now again by class field theory we can view such a character as a character of \( G_{\mathbb{Q}} \). Then \( \rho = \chi \otimes \rho_1 \) is the required lifting. \( \square \)
4.2. REPRESENTATIONS WITH PRIME CONDUCTOR

**Definition 4.8.** Let \( \overline{\rho}: G_\mathbb{Q} \to \text{PGL}_n(\mathbb{C}) \) be a projective Galois representation. The **conductor** of \( \overline{\rho} \) is the integer

\[
N = \prod_p p^{m(p)}
\]

where \( m(p) \) is the least integer s.t. \( \overline{\rho}|_{D_p} \) has a lifting with conductor \( p^{m(p)} \).

By theorem 4.7 it is clear that if \( \overline{\rho} \) has conductor \( N \) then it has a lifting with conductor \( N \). Moreover, since any two liftings differ by a character, any lifting of \( \overline{\rho} \) has conductor a multiple of \( N \).

From now on, we will set \( n = 2 \).

**Remarks 4.9.** Let \( \rho: G_\mathbb{Q} \to \text{GL}_2(\mathbb{C}) \) be a Galois representation and \( \overline{\rho}: G_\mathbb{Q} \to \text{PGL}_2(\mathbb{C}) \) be its projectivization. Let \( \rho_p = \rho|_{D_p} \) and \( F_p = \mathbb{Q}^{\ker \rho_p} \).

1) If \( \rho \) is unramified at \( p \), then \( I_p \cap F_p = \{1\} \), so \( D_p \cap F_p \) is cyclic and therefore \( \overline{\rho}(D_p) \) is cyclic, too. Obviously, \( m(p) = 0 \).

2) If \( \rho \) is ramified at \( p \), but only tamely ramified, then \( \overline{\rho}(D_p) \) is either cyclic or dihedral. This is because \( \overline{\rho}|_{I_p} \) factors through the wild inertia group \( G_{p,1} \) and so \( \overline{\rho}(I_p) = \overline{\rho}(I_p/G_{p,1}) \) is cyclic. Consequently, \( \overline{\rho}(D_p) \) has a normal cyclic subgroup, namely \( \overline{\rho}(I_p) \). Since there exists a surjection \( D_p/I_p \to \overline{\rho}(D_p)/\overline{\rho}(I_p) \), this last group is abelian. By theorem 4.4 this implies that \( \overline{\rho}(D_p) \) is cyclic or dihedral. In the first case, as noted in corollary 4.5, any lifting of \( \overline{\rho}|_{D_p} \) is cyclic. Moreover, have \( m(p) = 1 \) because if \( D_p \) is cyclic, so is \( I_p \) and so it’s clear that the subspace of \( \mathbb{C}^2 \) pointwise fixed by \( I_p \) is exactly the one fixed by a generator of \( I_p \) and so it must be 1-dimensional.

### 4.2 Representations with prime conductor

In this section, we will describe a classification of the irreducible representations with prime conductor.

#### 4.2.1 Dihedral representations

Recall that the dihedral group of order \( 2n \) can be presented as

\[
D_{2n} = \langle r, s : r^n = s^2 = 1, srs = r^{-1} \rangle
\]

Every element of \( x \in D_{2n} \) can be written uniquely as \( x = s^ir^k \) where \( i \in \{0,1\} \) and \( k \in \{0, \ldots, n-1\} \). If \( i = 0 \), then \( x \in C_n \), a cyclic subgroup of order \( n \). If \( n \geq 3 \), \( C_n \) is unique, while \( D_4 \) contains three distinct subgroups of order 2. Observe that the relation \( srs = r^{-1} \) implies that \( s^kr^k = r^{-k} \) for all \( k \in \{0, \ldots, n-1\} \).

If \( n \) is even, there are precisely 4 nonisomorphic 1-dimensional representations of \( D_{2n} \). One can define them setting \( \rho(r) = \pm 1 \) and \( \rho(s) = \pm 1 \) in all possible ways. Now let \( w = e^{2\pi i/n} \) and for \( h \in \mathbb{N} \) set

\[
\rho^h(r^k) = \begin{pmatrix} w^hk & 0 \\ 0 & w^{-hk} \end{pmatrix} \quad \rho^h(sr^k) = \begin{pmatrix} 0 & w^{-hk} \\ w^hk & 0 \end{pmatrix}
\]

It can be checked that this defines a 2-dimensional representation. If \( h = 0, n/2 \), the representation \( \rho^h \) is reducible, since by conjugating by the matrix \( \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \).
it becomes diagonal. The representation $ρ^h$ depends only on $h$ mod $n$, so $ρ^h$ and $ρ^{n-h}$ are isomorphic for every $0 < h < n$. On the other hand, if $0 < h < n/2$ then $ρ^h$ is irreducible, because the only 1-dimensional subspaces of $\mathbb{C}^2$ stable under the action of $ρ^h(r)$ are the coordinate axes, since $w^h \neq w^{-h}$, but those lines are not stable under $ρ^h(s)$. Now it is enough to note that the character $χ_h$ of $ρ^h$ is given by

$$χ_h(r^k) = w^k + w^{-k} = 2\cos\left(\frac{2πhk}{n}\right)$$

$$χ_h(sr^k) = 0$$

to see that if $0 < h, l < n/2$ then $ρ^h$ and $ρ^l$ are not isomorphic. We have thus found all irreducible representations (up to isomorphism) of $D_{2n}$ for $n$ even, because the sum of the squares of their degrees is $4 \cdot 1 + (n/2 - 1) \cdot 4 = 2n$.

If $n$ is odd, there are just 2 irreducible representations of $D_{2n}$ of degree 1. The nontrivial one is defined by mapping $r^k \mapsto 1$ and $sr^k \mapsto -1$ for all $k$. The representations $ρ^h$ defined above remain valid in the case $n$ odd; note just that $h < n/2$ can be written as $h < (n-1)/2$. Therefore the sum of the squares of the degrees of all these representations is $2 \cdot 1 + \frac{1}{2}(n-1) \cdot 4 = 2n$, and this means that we have found again all irreducible representations up to isomorphism.

Now suppose we have a dihedral representation of $G_{Q}$, i.e. a Galois representation $ρ: G_{Q} \to \text{GL}_2(\mathbb{C})$ such that $\bar{ρ}(G_{Q}) \cong D_{2n}$ for some $n \in \mathbb{N}$, $n \geq 2$. Set $E := \mathbb{Q}^{\ker \bar{ρ}}$ and write $C_n$ for the unique cyclic subgroup of $D_{2n}$ of order $n$. The composition

$$\omega: G_{Q} \xrightarrow{\bar{ρ}} \bar{ρ}(G_{Q}) \to D_{2n}/C_n \cong \{\pm 1\} \leq C^n$$

is a 1-dimensional representation of $G_{Q}$ and it corresponds to some quadratic extension $K/\mathbb{Q}$. Now set $G_K := \text{Gal}(\overline{\mathbb{Q}}/K)$ and $G_E := \text{Gal}(\overline{\mathbb{Q}}/E)$, so that $D_{2n} \cong \text{Gal}(E/\mathbb{Q})$. By construction $\bar{ρ}(G_K) \cong C_n$ and so $ρ|_{G_K}$ is reducible, thus up to isomorphism we can write

$$\bar{ρ}|_{G_K}: G_K \to \text{GL}_2(\mathbb{C}),$$

$$γ \mapsto \begin{pmatrix} χ(γ) & 0 \\ 0 & χ'(γ) \end{pmatrix}$$

for some 1-dimensional representations $χ, χ'$ of $G_K$. Now take $γ \in G_K$ and suppose, using the same notation as above, that $[γ] = r^k$ in the quotient group $G_K/G_E \cong C_n$. Then we must have $χ(γ) \cdot χ'(γ) = 1$, namely $χ'(γ) = χ(γ^{-1})$. Noting that for every $m \in \{0, \ldots, n\}$ one has $(sr^m)r^k(sr^m)^{-1} = r^{-k}$, it follows that $χ'(γ) = χ_σ(γ)$, where $σ \in G_Q \setminus G_K$ and $χ_σ(γ) := χ(σγσ^{-1})$. Moreover, if we look at $χ$ as a character of $\text{Gal}(E/K)$ and we construct the induced representation, we find immediately that the representation of $\text{Gal}(E/\mathbb{Q})$ induced by $\bar{ρ}$ by the quotient over ker $\bar{ρ}$ is isomorphic to $\text{Ind}_{C_n}^{D_{2n}} χ$.

We want now show that the converse of this fact holds too. In order to do this, we have to introduce the transfer homomorphism. Let $G$ be any group, let $H \leq G$ be a subgroup of finite index. Let $θ: G/H \to G$ be a system of representatives for the left cosets of $H$ in $G$. Given $s \in G$ and $t \in G/H$, we define an element $a_{s,t} \in H$ via the formula

$$sθ(t) = θ(st)a_{s,t}$$

where we write $st$ for $π(s)t$, with $π: G \to G/H$ the projection onto the quotient. The element $a_{s,t}$ exists because clearly $sθ(t)$ and $θ(st)$ lie in the same coset.
Definition 4.10. Let $\pi \in G^{ab}$ and $s \in G$ be any lifting of $\pi$. The image in $H^{ab}$ of the element $\prod_{t \in G/H} a_{s,t}$ is called the transfer of $\pi$.

One can show that the definition is well-posed and that this correspondence is an homomorphism $\text{Ver}: G^{ab} \to H^{ab}$.

Proposition 4.11. Let $G$ be a finite group and $H \leq G$ a subgroup. Let $\chi$ be a character of $H$ and $\chi^*$ the induced character on $G$. For $s \in G$, let $\varepsilon_{G/H}(s)$ be the signature of the permutation of $G/H$ induced by multiplication by $s$. Then

$$\det(\chi^*)(s) = \varepsilon_{G/H}(s) \chi(1) \det(\text{Ver}(s))$$

Proof. Let $V$ be the complex vector space that corresponds to the representation $\chi^*$ and $W \subseteq V$ be the subspace invariant by $H$ that corresponds to $\chi$. If $\vartheta: G/H \to G$ is a set of representatives for the left cosets of $H$ in $G$ and $W_\sigma := \vartheta(\sigma)W$ for any $\sigma \in G/H$, then we have a decomposition of vector spaces

$$V = \bigoplus_{\sigma \in G/H} W_\sigma.$$ We have to find the determinant of the endomorphism $x \mapsto sx$ for every $s \in G$. Write $x = \sum_{\sigma \in G/H} \vartheta(\sigma)x_\sigma$ with $x_\sigma \in W_\sigma$. Then

$$sx = \sum_{\sigma \in G/H} s\vartheta(\sigma)x_\sigma = \sum_{\sigma \in G/H} \vartheta(s\sigma)a_{s,\sigma}x_\sigma$$

This shows that the map $x \mapsto sx$ is the composition of the maps $u$ and $v$, where

$$u: V \to V$$

$$\sum \vartheta(\sigma)x_\sigma \mapsto \sum \vartheta(\sigma)a_{s,\sigma}x_\sigma$$

and

$$v: V \to V$$

$$\sum \vartheta(\sigma)x_\sigma \mapsto \sum \vartheta(s\sigma)\vartheta(\sigma)^{-1}x_\sigma$$

Since $u$ maps $W_\sigma$ to itself, we have

$$\det(u) = \prod_{\sigma \in G/H} \det(u|_{W_\sigma}) = \prod_{\sigma \in G/H} \det(x \mapsto a_{s,\sigma}x) = \det(x \mapsto \prod_{\sigma} a_{s,\sigma}x) = \det(\text{Ver}(s))$$

Now let $\{e_i\}_{i=1,\ldots,\chi(1)}$ be a basis of $W$. Then $\{\vartheta(\sigma)e_i\}$ for $\sigma \in G/H$, $i = 1,\ldots,\chi(1)$ is a basis of $V$. By construction, for each $i$ the map $v$ maps $\vartheta(\sigma)W$ onto $\vartheta(s\sigma)W$ and so it permutes the $\vartheta(\sigma)e_i$. The signature of such a permutation is $\varepsilon_{G/H}(s)$. Since there are $\chi(1)$ indices $i$, the claim follows.

Proposition 4.12. The following diagram commutes

$$\begin{array}{ccc}
\text{Gal}(\overline{K}/K)^{ab} & \xrightarrow{\text{Ver}} & \text{Gal}(\overline{E}/E)^{ab} \\
\downarrow I_K & & \downarrow I_E \\
\text{Gal}(\overline{K}/E)^{ab} & \xrightarrow{i} & \text{Gal}(\overline{K}/E)^{ab}
\end{array}$$

where $E/K$ is an extension of number fields, $I_K$ and $I_E$ are the idèle class groups, the vertical maps are the Artin maps and $i$ is the inclusion.
4.2. REPRESENTATIONS WITH PRIME CONDUCTOR

Proof. See [Ser79].

Now suppose that we have a quadratic number field $K$ which corresponds to a character $\omega$ of $G_\mathbb{Q}$ and a 1-dimensional linear representation $\chi: G_K \to \mathbb{C}^\times$. Let $\rho$ be the representation of $G_\mathbb{Q}$ induced by $\chi$ and let $\sigma \in G_\mathbb{Q}$ such that its image in $\text{Gal}(K/\mathbb{Q})$ generates that group. Let $\chi_\sigma$ be as above. Finally, let $m$ be the conductor of $\chi$ and $d_K$ be the discriminant of $K$.

**Proposition 4.13.**

a) The following are equivalent:

i) $\rho$ is irreducible;

ii) $\rho$ is dihedral;

iii) $\chi \neq \chi_\sigma$.

b) The conductor of $\rho$ is $|d_K| \cdot N_{K/\mathbb{Q}}(m)$.

c) $\rho$ is odd if and only if one of the following holds:

i) $K$ is imaginary;

ii) $K$ is real and $\chi$ has signature $(+, -)$ at infinity, namely if $c, c' \in G_K$ are Frobenius elements at the two real places of $K$ then $\chi(c) \neq \chi(c')$.

d) If $\overline{\rho}(G_\mathbb{Q}) = D_{2n}$, then $n$ is the order of $\chi^{-1}\chi_\sigma$.

**Proof.**

a) Since $\rho|_{G_K}$ is reducible, $\overline{\rho}(G_K)$ is cyclic. This means that $\overline{\rho}(G_\mathbb{Q})$ has a cyclic subgroup of index $\geq 2$, and by theorem 4.4 it follows that $\overline{\rho}(G_\mathbb{Q})$ is either cyclic or dihedral, so the equivalence of i) and ii) is clear by corollary 4.5. The equivalence of i) and iii) follows from theorem A.23.

b) This follows immediately from theorem 2.42.

c) By proposition 4.11, the determinant of $\rho$ is given by

$$\det(\rho) = \omega \chi_\mathbb{Q}$$

where $\chi_\mathbb{Q} = \chi \circ \text{Ver}_{K/\mathbb{Q}}$ and $\text{Ver}_{K/\mathbb{Q}}: G^{ab}_\mathbb{Q} \to \text{Gal}(\overline{\mathbb{Q}}/K)^{ab}$ is the transfer map. By proposition 4.12, $\chi_\mathbb{Q}$ as an idèle class character is just the restriction of $\chi$ to the idèle class group of $\mathbb{Q}$. Now, $\omega$ is odd if and only if $K$ is imaginary. If $v$ is the archimedean place of $K$, then $K_v \cong \mathbb{C}$ and so necessarily $\chi|_{K_v^\times}$ is trivial because $\mathbb{C}^\times$ is connected. Thus that $\chi_\mathbb{Q}$ is even. If $K$ is real, $\omega$ is even. Let $v_1, v_2$ be the two real places of $K$, so that $K_{v_1} \cong K_{v_2} \cong \mathbb{R}$. Since $\mathbb{R}^\times$ has two connected components $\det(\rho)$ is odd if and only if the signature of $\chi$ is $(+, -)$.

d) We have that $C_n = \overline{\rho}(G_K)$ and $\overline{\rho}|_{G_K}$ is given by

$$\gamma \mapsto \begin{pmatrix} \chi(\gamma) & 0 \\ 0 & \chi_\sigma(\gamma) \end{pmatrix} \equiv \begin{pmatrix} \chi(\gamma)\chi^{-1}_\sigma(\gamma) & 0 \\ 0 & 1 \end{pmatrix} \mod \mathbb{C}^\times$$

so the claim is clear.

One can prove (see [Ser77b]) that representations induced from characters of real quadratic fields cannot have prime conductor.

The first consequence of the theorem is that to have a dihedral representation
of prime conductor we must have $p \equiv 3 \bmod 4$ because otherwise $d_K$ cannot be prime. In such case, dihedral Galois representations with prime conductor $p$ are exactly the ones induced from unramified characters of $\text{Gal}(\overline{\mathbb{Q}}/K)$ where $K = \mathbb{Q}(\sqrt{-p})$. Unramified characters can be viewed as characters of the ideal class group of $K$, so we can count dihedral representations by counting characters of the ideal class group. Let $\text{Cl}_K$ be the ideal class group of $K$ and $h$ be its class number. Recall that if $p \equiv 3 \bmod 4$ then $h$ is odd. Let $H$ be the Hilbert class field of $K$, so that $\text{Gal}(H/K) \cong \text{Cl}_K$. Now note that since $[K: \mathbb{Q}] = 2$, for every ideal $I \subseteq \mathcal{O}_K$, the ideal $I \cdot I^\sigma$ is principal in $\mathcal{O}_K$. So if we look at $\chi$ as a character of $\text{Cl}_K$, we have that $\chi(I \cdot I^\sigma) = 1$, so $\chi(I^\sigma) = \chi(I)^{-1}$. On the other hand, let $\varphi$ be the isomorphism between $\text{Cl}_K$ and $\text{Gal}(H/K)$. Then $\varphi$ takes $I^\sigma$ to $\sigma \varphi(I)\sigma^{-1}$ and hence $\chi(I)^{-1} = \chi_{\sigma}(I)$. This tells us that $\chi(I)\chi_{\sigma}(I) = 1$ and we can conclude that $\chi = \chi_{\sigma}$ if and only if $\chi^2 = 1$. As $h$ is odd this cannot happen if $\chi$ is nontrivial. So we have showed that for any nontrivial character of $\text{Gal}(H/K)$ the induced representation of $\text{Gal}(H/\mathbb{Q})$ is dihedral and irreducible.

Now let $\chi, \chi'$ two characters of $\text{Gal}(H/\mathbb{Q})$. Then the representations induced by $\chi$ and $\chi'$ are isomorphic if and only if $\chi' = \chi^{-1}$. Therefore, there are $\frac{1}{2}(h-1)$ nonisomorphic dihedral representations with conductor $p$.

To sum up, we have found that any dihedral representation of prime conductor $p$ must be such that:

a) $p \equiv 3 \bmod 4$;

b) $\rho = \text{Ind}_{K/\mathbb{Q}}(\chi)$ where $K = \mathbb{Q}(\sqrt{-p})$ and $\chi$ is an unramified character of $\text{Gal}(\overline{\mathbb{Q}}/K)$;

c) $\det(\rho)$ is the Legendre symbol modulo $p$.

So starting from such a representation, the associated Artin $L$-function is defined as

$$L(s, \chi) = L(s, \rho) = \prod_{p \subseteq \mathcal{O}_K} (1 - \chi(\text{Frob}_p)N(p)^{-s})^{-1}$$

where $p$ runs over all prime ideals of $\mathcal{O}_K$ and the first equality comes from the fact that the $L$-functions attached to $\chi$ and to $\text{Ind} \chi$ are equal for every representation $\chi$. Regarding $\chi$ as a character of $\mathcal{O}_K$ we can write

$$L(s, \rho) = \prod_{p \subseteq \mathcal{O}_K} (1 - \chi(p)N(p)^{-s})^{-1} = \sum_{I \subseteq \mathcal{O}_K} \chi(I)N(I)^{-s}$$

where $I$ runs over all ideals of $\mathcal{O}_K$. Such Dirichlet series must correspond, by theorem 3.13, to the newform

$$f = \sum_{I \subseteq \mathcal{O}_K} \chi(I)q^{N(I)}$$

Looking at tables of quadratic fields, it turns out that the first nontrivial example is $p = 23$. In this case, $h = 3$, so there is exactly 1 normalized cuspform of dihedral type. The Hilbert class field $H$ of $\mathbb{Q}(\sqrt{-23})$ is generated by the roots of $x^3 - x - 1 = 0$ and $\text{Gal}(H/\mathbb{Q}) \cong D_6$. The corresponding newform is given by $f = \frac{1}{2}(\theta_1 - \theta_2)$ where

$$\theta_1 = \sum_{m,n \in \mathbb{Z}} q^{mn^2+mn+6n^2} \quad \theta_2 = \sum_{m,n \in \mathbb{Z}} q^{2mn^2+mn+3n^2}$$
or
\[ f = q \cdot \prod_{n=1}^{\infty} (1 - q^n)(1 - q^{23n}) = \eta(z)\eta(23z) \]

### 4.2.2 Non-dihedral representations

**Theorem 4.14.** Let \( \rho: G_{\mathbb{Q}} \to \text{GL}_2(\mathbb{C}) \) an irreducible Galois representation with prime conductor \( p \) such that \( \varepsilon = \text{det}(\rho) \) is odd. Suppose \( \rho \) is not dihedral. then

a) \( p \not\equiv 1 \mod 8; \)

b) if \( p \equiv 5 \mod 8 \) then \( \rho \) of type \( S_4 \) and \( \varepsilon \) has order 4 and conductor \( p; \)

c) if \( p \equiv 3 \mod 4 \) then \( \rho \) is of type \( S_4 \) or \( A_5 \) and \( \varepsilon \) is the Legendre symbol modulo \( p; \)

**Proof.** The conductor of \( \varepsilon \) divides \( p \) and since \( \varepsilon \) is odd, it is not trivial and therefore its conductor is exactly \( p \). Let \( I_p \subseteq G_{\mathbb{Q}} \) be the inertia group above \( p \). Since the conductor of \( \rho \) is exactly \( p \), \( \rho \) is tamely ramified at \( p \) and therefore \( \rho|_{I_p} \) is cyclic. So up to isomorphism we can write \( \rho|_{I_p} = \psi \oplus 1 \) for some 1-dimensional representation of \( I_p \). Hence the natural homomorphisms

\[ \rho(I_p) \to \varepsilon(I_p) \quad \text{and} \quad \rho(I_p) \to \overline{\varepsilon}(I_p) \]

are isomorphisms. Since \( \varepsilon \) is ramified only at \( p \), we have that \( \varepsilon(I_p) = \varepsilon(G_{\mathbb{Q}}) \) and this group is cyclic of even order since \( p \) is odd. Since it is a subgroup of \( A_4, S_4 \) or \( A_5 \), this order has to be 2 or 4. On the other hand, \( \varepsilon \) has conductor \( p \) and so it can be viewed as a character of \( (\mathbb{Z}/p\mathbb{Z})^* \). The fact that \( \varepsilon(-1) = -1 \) implies that \( \varepsilon \) is faithful on the 2-primary component of \( (\mathbb{Z}/p\mathbb{Z})^* \). Therefore we cannot have \( p \equiv 1 \mod 8 \) because in this case the order of \( \varepsilon \) would be \( \geq 8 \). If \( p \equiv 5 \mod 8 \) \( \varepsilon \) has order 4 and since \( A_4 \) and \( A_5 \) have no elements of order 4, \( p \) is of type \( S_4 \).

Now suppose \( p \equiv 3 \mod 4 \). Then \( \varepsilon \) has order 2 and so it is the Legendre symbol. If \( \rho \) were of type \( A_4 \), then the image of \( I_p \) under the map

\[ I_p \xrightarrow{\rho} A_4 \to C_3 \]

would be trivial (recall that \( A_4 \) has a normal subgroup isomorphic to \( D_4 \)). So the kernel of the Galois representation

\[ G_{\mathbb{Q}} \xrightarrow{\rho} A_4 \to C_3 \]

would correspond to an everywhere unramified cubic field, impossible. Hence \( \rho \) is of type \( S_4 \) or \( A_5 \).

One can show that the converse of this theorem holds, in the following sense. Start with a Galois extension \( E/\mathbb{Q} \), a prime number \( p \) and consider the following cases

a) \( \text{Gal}(E/\mathbb{Q}) \cong S_4 \) and \( p \equiv 5 \mod 8; \)

b) \( \text{Gal}(E/\mathbb{Q}) \cong S_4 \) and \( p \equiv 3 \mod 4; \)

c) \( \text{Gal}(E/\mathbb{Q}) \cong A_5 \) and \( p \equiv 3 \mod 4; \)
Any embedding of Gal($E/\mathbb{Q}$) into PGL$_2(\mathbb{C})$ defines, via composition with the projection onto the quotient, a projective Galois representation $\bar{\rho}_E$ of $G_{\mathbb{Q}}$. In cases a) and b) $\bar{\rho}_E$ is essentially unique because any two embeddings of $S_4$ into PGL$_2(\mathbb{C})$ are conjugate, while in case c) there are two conjugacy classes of embeddings of $A_5$ in PGL$_2(\mathbb{C})$.

**Theorem 4.15.** The projective representation $\bar{\rho}_E$ defined as above has a lifting with conductor $p$ and odd determinant if and only if:

a) $E$ is the normal closure of a nonreal quartic number field $E_4$ with discriminant $p^3$;

b) $E$ is the normal closure of a quartic number field $E_4$ with discriminant $-p$;

c) $E$ is the normal closure of a nonreal quintic field $E_5$ with discriminant $p^2$.

In each of those cases, $\bar{\rho}_E$ has precisely two nonisomorphic liftings with odd determinant and conductor $p$. If one of these is $\rho$, the other one is $\rho \otimes \det(\rho)$.

**Proof.** See [Ser77b].

To conclude, we have that in the case where $p \equiv 3 \mod 4$ and $\chi$ is the Legendre symbol mod $p$, the space $S^+_1(N, \chi)$ has dimension $\frac{1}{2}(h - 1) + 2s + 4a$, where $h$ is the class number of $\mathbb{Q}(\sqrt{-p})$, $s$ is the number of nonisomorphic quartic fields with discriminant $-p$ and $a$ is the number of nonisomorphic quintic fields with discriminant $p^2$.
Appendix A

Representations of finite groups

We will state here some of the basic results about (linear) representations of finite groups. From now on, $G$ will denote a finite group of order $g$.

Definition A.1. Let $n \in \mathbb{N}$ and $K$ be any field. A linear representation of degree $n$ of $G$ is a homomorphism $\rho: G \to \text{GL}_n(K)$
or equivalently a $K[G]$-module which is also an $n$-dimensional $K$-vector space.

Two representations $\rho, \rho': G \to \text{GL}_n(K)$ are isomorphic if there exists $M \in \text{GL}_n(K)$ s.t. $M^{-1}\rho(\sigma)M = \rho'(\sigma)$ for all $\sigma \in G$, or equivalently $V, V'$ are two isomorphic representations if there exists a $K$-linear isomorphism $f: V \to V'$ s.t. $f(v^\sigma) = f(v)^\sigma$ for all $v \in V, \sigma \in G$.

In what follows, we will always assume $K = \mathbb{C}$, even if most of the result are still valid over any field of characteristic 0.

Let $V$ be a complex vector space of dimension $g$ with a basis $\{e_\tau\}_{\tau \in G}$. The regular representation of $G$ is defined as follows: for every $\sigma \in G$, we set $e_\sigma := e_{\sigma \cdot 1}$. Hence the images of $e_{1_G}$ under the action of the elements of $G$ form a basis of $V$. Conversely, suppose that $W$ is a complex representation of $G$ such that there exists a vector $w \in W$ such that $\{w^\sigma\}_{\sigma \in G}$ is a basis of $W$. Then $W$ is isomorphic to the regular representation, via the isomorphism

$$V \to W$$
$$e_\sigma \mapsto w^\sigma$$

Let $\rho: G \to \text{Aut}(V)$ be a representation. A linear subspace $W \subseteq V$ is said to be stable under $G$ if for all $x \in W$, $\rho(\sigma)x \in W$ for all $\sigma \in G$. In this case we have a representation

$$\rho^W: G \to \text{Aut}(W)$$

which is called subrepresentation of $G$.

Definition A.2. A representation $\rho: G \to \text{Aut}(V)$ is said to be irreducible if $V \neq 0$ and $0, V$ are the only stable subspaces.

This definition remains valid also for representations of infinite groups.
Theorem A.3. Let $V$ be a vector space over a field of characteristic zero. Let $\rho: G \to \text{Aut}(V)$ be a representation of a finite group $G$ and let $W \subseteq V$ be a subspace stable under the action of $G$. Then there exist a complement $W^0$ of $W$ that is stable under the action of $G$.

Proof. See [Ser77a] \(\square\)

As a consequence of this theorem, we have the following fundamental

Theorem A.4. Every representation of a finite group $G$ into $\text{GL}_n(K)$ with $\text{char} \ K = 0$ is isomorphic to a direct sum of irreducible representations.

Proof. Induction on $\dim V$. \(\square\)

Definition A.5. A representation $\rho: G \to \text{Aut}(V)$ is said to be semisimple if it is isomorphic to a direct sum of irreducible representations.

A.1 Character theory

Definition A.6. Let $\rho: G \to \text{GL}_n(\mathbb{C})$ a complex representation of $G$. The \textit{character} of $\rho$ is the map given by

$$\chi: G \to \mathbb{C}$$

$$\sigma \mapsto \text{Tr}(\rho(\sigma))$$

The \textit{determinant} of $\rho$ is the 1-dimensional representation given by

$$\det: G \to \mathbb{C}^*$$

$$\sigma \mapsto \text{det}(\rho(\sigma))$$

Remarks A.7.

1) Obviously, both character and determinant are invariant under isomorphism since they are two of the coefficients of the characteristic polynomial of $\rho(\sigma)$ for any $\sigma \in G$. When we deal with 2-dimensional representations, they are all the coefficients of the characteristic polynomial.

2) Suppose $\chi$ is the character of a complex representation $\rho: G \to \text{GL}_n(\mathbb{C})$. Then

a) $\chi(1) = n$;

b) $\chi(\sigma^{-1}) = \overline{\chi(\sigma)}$ for all $\sigma \in G$;

c) $\chi(\tau \sigma \tau^{-1}) = \chi(\sigma)$ for all $\sigma, \tau \in G$.

In fact, a) is obvious. For b), since any $\sigma \in G$ has finite order, the same is true for the eigenvalues $\lambda_1, \ldots, \lambda_n$ of $\rho(\sigma)$ and therefore they all have absolute value 1. Hence

$$\overline{\chi(\sigma)} = \overline{\text{Tr}(\rho(\sigma))} = \sum_i \lambda_i = \sum_i \lambda_i^{-1} = \text{Tr}(\rho(\sigma)^{-1}) = \text{Tr}(\rho(\sigma^{-1})) = \chi(\sigma^{-1})$$

Point c), setting $u = \tau \sigma$ and $v = \tau^{-1}$ can be restated as $\chi(uv) = \chi(uv)$, which is true by the well-known fact that $\text{Tr}(AB) = \text{Tr}(BA)$ for all $A, B \in \text{GL}_n(\mathbb{C})$. 
3) If \( \rho_1 : G \to \text{Aut}(V_1) \) and \( \rho_2 : G \to \text{Aut}(V_2) \) are complex representations with characters \( \chi_1, \chi_2 \), then

a) the character of the representation \( \rho_1 \oplus \rho_2 \) is given by \( \chi_1 + \chi_2 \);

b) the character of the representation \( \rho_1 \otimes \rho_2 \) is given by \( \chi_1 \chi_2 \).

One of the crucial results which we are going to prove is that the character of a complex representation of a finite group completely determines the representation itself.\(^1\)

**Definition A.8.** Let \( \phi, \psi : G \to \mathbb{C} \) be any two complex-valued functions. Set

\[
(\phi, \psi) := \frac{1}{g} \sum_{\sigma \in G} \phi(\sigma)\overline{\psi(\sigma)}
\]

This is an Hermitian scalar product: it is linear in \( \phi \), antilinear in \( \psi \) and \( (\phi, \phi) > 0 \) for all \( \phi \neq 0 \).

**Theorem A.9.** Let \( \chi \) be the character of an irreducible representation \( \rho \) of \( G \). Then

i) \( (\chi, \chi) = 1 \);

ii) if \( \chi' \) is the character of an irreducible representation nonisomorphic to \( \rho \), then

\[
(\chi, \chi') = 0
\]

i.e. \( \chi, \chi' \) are orthogonal.

**Proof.** See [Ser77a]. \( \square \)

Recall that a class function on \( G \) is a function \( f : G \to \mathbb{C} \) s.t. \( f(\sigma) = f(\tau^{-1}\sigma\tau) \) for all \( \sigma, \tau \in G \), i.e. \( f \) is defined on the set of conjugacy classes of \( G \).

The set of class functions on \( G \) has a structure of complex vector space in an obvious way. By remark A.7, we see that the character of a representation is a class function. Moreover, we have the following fundamental

**Theorem A.10.** The set of characters of the irreducible representations of \( G \) is an orthonormal basis for the vector space of class functions. Such a space has dimension equal to the number of conjugacy classes in \( G \). Moreover, a linear combination of irreducible characters is the character of a representation of \( G \) if and only if the coefficients are all nonnegative integers.

**Proof.** See [Ser77a]. \( \square \)

**Corollary A.11.** Every finite group has a finite number of nonisomorphic irreducible representations.

**Theorem A.12.** Let \( \rho : G \to \text{Aut}(V) \) be a complex representation. Suppose that \( V \) decomposes into a direct sum of irreducible representations

\[
V = W_1 \oplus W_2 \oplus \cdots \oplus W_k
\]

Then if \( W \subseteq V \) is an irreducible representation of \( G \) with character \( \chi \), the number of \( W_i \) isomorphic to \( W \) is equal to the scalar product \( (\phi, \chi) \).

\(^1\)This result remains true for representations over any field of characteristic 0. In characteristic \( p \), we need the whole characteristic polynomial to recover the representation.
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Proof. By remark A.7, \( \phi = \chi_1 + \chi_2 + \cdots + \chi_k \) where \( \chi_i \) is the character of \( W_i \). Therefore by theorem A.12, using the fact that

\[
(\phi, \chi) = \sum_{i=1}^{k} (\phi, \chi_i)
\]

the result follows.

Corollary A.13. Two representations with the same character are isomorphic.

Proof. By the previous theorem they contain each given irreducible representation the same number of times, and so the claim is clear.

Now suppose we have a representation \( V \) with character \( \phi \) of \( G \). Call \( W_1, \ldots, W_h \) the nonisomorphic irreducible representations of \( G \) with characters \( \chi_1, \ldots, \chi_h \). Then we can write

\[
V = m_1 W_1 \oplus \cdots \oplus m_h W_h
\]

where the \( m_i \) are nonnegative integers. Now we know that \( m_i = (\phi, \chi_i) \) by the orthogonality relations and for the same reason \( (\phi, \phi) = \sum_{i=1}^{h} m_i^2 \). These observations imply very easily the following

Theorem A.14. For every character \( \chi \), \( (\chi, \chi) \) is a nonnegative integer and \( (\phi, \phi) = 1 \) iff \( \phi \) is an irreducible character.

Let \( V \) be the regular representation of \( G \). Recall that for a basis \( \{e_\tau\}_{\tau \in G} \) of \( V \) we have \( e_\sigma^\tau = e_{\sigma \tau} \). If \( \rho: G \to \text{GL}_g(\mathbb{C}) \) is the homomorphism that describes the representation in the basis \( \{e_\tau\} \), the fact that for every \( \sigma \neq 1_G \) we have \( \sigma \tau \neq \tau \) implies that \( \text{Tr}(\rho(\sigma)) = 0 \) if \( \sigma \neq 1_G \). On the other hand, as we already said \( \text{Tr}(\rho(1_G)) = g \). Thus we have determined the character of \( \rho \), namely

\[
\chi(\sigma) = \begin{cases} 
0 & \text{if } \sigma \neq 1_G \\
g & \text{if } \sigma = 1_G 
\end{cases}
\]

Therefore we have the following

Lemma A.15.

i) Every irreducible representation of \( G \) is contained in the regular representation with multiplicity equal to its degree.

ii) If \( n_1, \ldots, n_h \) are the degrees of the irreducible representations of \( G \), we have

\[
\sum_{i=1}^{h} n_i^2 = g.
\]

iii) For \( 1_G \neq \sigma \in G \) we have \( \sum_{i=1}^{h} n_i \chi_i(\sigma) = 0 \).
A.2. INDUCED REPRESENTATIONS

Proof.
i) Let \( r_G \) be the character of the regular representation. If \( W_i \) is an irreducible representation of \( G \) with character \( \chi_i \) and degree \( n_i \), by theorem A.12 its multiplicity is the scalar product \( (r_G, \chi_i) \), namely

\[
(r_G, \chi_i) = \frac{1}{g} \sum_{\sigma \in G} r_G(\sigma^{-1}) \chi_i(\sigma) = \frac{1}{g} g \chi_i(1_G) = n_i
\]

ii),iii) By i) we have \( r_G(\sigma) = \sum_{i=1}^{h} n_i \chi_i(\sigma) \). For \( \sigma = 1_G \) we get ii) and for \( \sigma \neq 1_G \) we get iii).

\[\square\]

Corollary A.16. \( G \) is abelian if and only if it has exactly \( g \) nonisomorphic irreducible representations, each of them of degree 1.

Proof. Since \( G \) is abelian, its order is equal to the number of conjugacy classes, namely \( g = h \). Now apply the previous theorem and get the claim. \( \square \)

Definition A.17. The unit representation of \( G \) is given by \( V = \mathbb{C} \) and \( v^\sigma = v \) for all \( \sigma \in G \), \( v \in V \). Its character is denoted by \( 1_G \). This representation is clearly irreducible, and therefore it embeds in the regular representation. The quotient is called the augmentation representation and its character \( u_G \) is s.t. \( r_G = u_G + 1_G \).

A.2 Induced representations

Let \( H \leq G \) be any subgroup. It’s clear that any representation of \( G \) gives rise by restriction to a representation of \( H \). The other way round is more complicated. We now describe a particular construction of a representation of \( G \) starting from representations of \( H \). Suppose that \( V \) is a representation of \( G \) and that \( W \subseteq V \) is an \( H \)-stable subspace of \( V \). For any \( \sigma \in G \), the subspace \( W^\sigma \) depends only on the left coset of \( H \) in \( G \), since for any \( \delta \in H \) one has

\[
W^\sigma = (W^\delta)^\sigma = W^{\sigma \delta}
\]

Therefore if \( H = H_1, \ldots, H_m \) are the left cosets of \( H \) in \( G \) it makes sense to define for each \( H_i \) a subspace \( W_i := W^\tau \) where \( \tau \in H_i \). The elements of \( G \) permute those subspaces, namely for any \( \sigma \in G \) one has \( W_i^\sigma = W_j \) for some \( j \in \{1, \ldots, m\} \). Moreover, \( W_i \cap W_j = \{0\} \) if \( i \neq j \) because if \( \sigma w = \tau w \) for some \( \sigma, \tau \in G \) and \( w \in W \), then \( w = \sigma^{-1} \tau w \) and so \( \sigma^{-1} \tau \in H_1 = H \), namely \( \sigma H = \tau H \). Thus we can define a representation of \( G \) by setting

\[
\text{Ind}_H^G(W) := \bigoplus_{i=1}^{m} W_i
\]

Definition A.18. We say that the representation \( \rho \) of \( G \) in \( V \) is induced by the representation \( \theta \) of \( H \) in \( W \subseteq V \) if \( V = \text{Ind}_H^G(W) \).

In such a case we have that \( \dim V = \sum_{i=1}^{m} \dim(W_i) = (G: H) \dim W \) and so \( \dim W | \dim V \).
Recall that giving a representation \( \rho \) of \( G \) is the same as giving a \( \mathbb{C}[G] \)-module \( V \). It’s not hard to show that \( V \) is induced from a \( \mathbb{C}[H] \)-module \( W \) if and only if the natural map \( \mathbb{C}[G] \otimes \mathbb{C}[H] W \rightarrow V \) is an isomorphism. Moreover, with this fact one can easily check that induction is transitive, i.e. if \( H \leq K \leq G \), then \( \text{Ind}^G_H(W) \cong \text{Ind}^K_H(\text{Ind}^K_H(W)) \).

**Example A.19.** The regular representation \( V \) of \( G \) is induced by the regular representation of any of its subgroups. Indeed, if \( \{e_\tau\}_{\tau \in G} \) is a basis of \( V \) s.t. \( e_\sigma \tau = e_{\sigma \tau} \) and \( H \leq G \), then \( \{e_\delta\}_{\delta \in H} \) generates a subrepresentation \( W \subseteq V \), which is the regular representation of \( H \). It’s then straightforward to check that \( V \) is induced by \( W \).

Starting from a representation of a subgroup \( H \) of \( G \), we can recover a unique representation of \( G \):

**Theorem A.20.** Let \( H \leq G \) be a subgroup and let \( \vartheta : H \rightarrow \text{Aut}(W) \) be a representation of \( H \). Then there exists a unique (up to isomorphism) representation \( \rho : G \rightarrow \text{Aut}(V) \) s.t. \( \rho \) is induced by \( \vartheta \).

*Proof.* See [Ser77a].

Such a theorem suggests us the possibility to calculate the character of a representation of \( G \) which is induced by a representation of \( H \) just by the character of \( H \). In fact, this is possible.

**Theorem A.21.** Let \( H \leq G \) be a subgroup of order \( h \) and \( R \) a system of representatives of \( H \) in \( G \). For every \( \sigma \in G \) we have

\[
\chi_\rho(\sigma) = \sum_{r \in R} \chi_\vartheta(r^{-1} \sigma r) = \frac{1}{h} \sum_{\tau \in G} \chi_\vartheta(\tau^{-1} \sigma \tau) \]

*Proof.* See [Ser77a].

Now, as we mentioned before, the set of irreducible characters on \( G \) is a basis for the complex vector space of class functions and a linear combination of irreducible characters is the character of a representation iff the coefficients are integers. Therefore if \( \{\chi_1, \ldots, \chi_h\} \) are the irreducible characters of \( G \) it makes sense to introduce the following object:

\[
R(G) := \mathbb{Z}\chi_1 \oplus \mathbb{Z}\chi_2 \oplus \cdots \oplus \mathbb{Z}\chi_h
\]

which is a free finitely generated \( \mathbb{Z} \)-module but also a ring since a product of characters is again a character. Now if \( H \leq G \), one has two homomorphism

\[
\text{Res} : R(G) \rightarrow R(H)
\]

which sends a character of \( G \) to the character that corresponds to the representation of \( H \) obtained by restriction and

\[
\text{Ind} : R(H) \rightarrow R(G)
\]

which sends the character of a representation of \( H \) to the character of the induced representation of \( G \). Those two homomorphisms are adjoints, in the following sense.
A.2. INDUCED REPRESENTATIONS

**Theorem A.22** (Frobenius reciprocity). For every characters $\phi$ of $H$ and $\psi$ of $G$ we have

$$(\phi, \text{Res} \psi)_H = (\text{Ind} \phi, \psi)_G$$

This extends in an obvious way to any pair of class functions on $G$ and $H$.

Moreover, one can check that

$$\text{Ind}(\phi) \cdot \psi = \text{Ind}(\phi \cdot \text{Res}(\psi))$$

which implies that the image of $R(H)$ under Ind is an ideal of $R(G)$. The last important result concerning induced representations is the following one.

**Theorem A.23** (Mackey’s irreducibility criterion). Let $H \leq G$, let $S \subseteq G$ be a system of representatives for the double cosets of $H$ in $G$. Let $\rho: H \to \text{Aut}(W)$ be a representation of $H$. For each $s \in S$, let $H_s := sHs^{-1}$ and define

$$\rho^s: H_s \to W$$

$$x \mapsto \rho(s^{-1}xs)$$

Then the representation $\text{Ind}^G_H \rho$ is irreducible if and only if

i) $\rho$ is irreducible;

ii) for every $s \in G \setminus H$ the representations $\rho^s$ and $\text{Res}_{H_s} \rho$ are disjoint, i.e. they have no irreducible components in common.

**Proof.** See [Ser77a].
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